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The metric perturbations generated by a point particle moving in a 

Schwarzschild black hole

40

For convenience we rescale the axial and polar perturbations. The polar ones
are redefined as:
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whereas the axial ones are changed as follows:
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With these definitions, the perturbative field equations [Eqs. (2.25)] can be
written in the following form [Sopuerta 2006a]:

2⇤U + A @tU + B @r⇤U + CU = F�[r � rp(t)] , (2.75)

where:
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and the vector U contains the polar and axial perturbative variables:
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Here, the "coefficients" A, B, and C are symmetric matrices that depend on
(t, r) and the vector F contains the contributions from the energy-momentum
of the particle, i.e. it depends on the trajectory of the particle.

In addition to the field equations [Eq. (2.75)], we have the equations given by
the Lorenz gauge conditions, which have been assumed to be fulfilled along
this development and represent four more constrains to be satisfied by the
fields. Although this is true at the analytic level, in the sense that the Lorenz
gauge conditions are preserved by the evolution dictated by the field equations,
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Scalar charged particle falling in a geodesic of a Schwarzschild MBH 

spacetime. 
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Problems: Distributional source term and divergence of the field at the 

particle location
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The retarded field can be decomposed into spherical harmonics:

The equation for each harmonic coefficient:
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F↵ = q(r↵�
ret �r↵�

S) = qr↵�
R

�retTo compute the        using PSC methods we have developed a scheme that 

removes the singularity associated with the particle

�ret = �S + �R
�(z)

��R = 0

��S = �4�q{
Computed Analytically

Computed Numerically
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U ) �ret

The Particle-without-Particle Scheme                   

The mode-sum regularization scheme provides an analytic expression 

for the field singularities.
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Numerical techniques to compute the  field modes

Frequency domain                                           Time domain

•Fourier harmonic decomposition:                

Solve ODEs                                                          

•Sum over the Fourier harmonics:                          

Difficulties for handling high eccentric 

orbits

•Solve the PDE  for each field mode

•Handles in the same way circular

  and eccentric orbits

•Numerically expensive due to the large 

scale variance in the solutions
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Three approaches for solving PDEs in time-domain

• Finite differences

• Finite elements (FE)

• Spectral methods (SM) 

• FE  suited to irregular geometries. 

• SM use fewer subdomains than FE and for sufficiently 

regular domains, are generally faster and/or more accurate.  

[see e.g. H. P. Pfeiffer et al. 2003]

Both expand the solution in basis functions and 
use multidomain grids

Easiest to code but are computationally expensive

The Pseudospectral Collocation Method                     Basics
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Outlook

• Basics about pseudospectral methods

• Polynomial expansion and discretization points

• How to apply pseudospectral-collocation methods to the 

EMRI problem: Scalar case in Schwarzschild space-time

• Examples: Circular & eccentric case

• Results
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3.6. NUMERICAL IMPLEMENTATION 65

simultaneously imposing the correct initial value of the jump itself, i.e. [ V ]p.
In conclusion, we can use the initial zero data condition as long as we provide
the value of the derivatives of the jumps (see also [Canizares 2010]).

On the other hand, we need to prescribe suitable boundary conditions for
the field variables at the outer boundaries, i.e. near spatial infinity, r⇤ = r⇤I
(with r⇤I ! 1) and near the MBH horizon, r⇤ = r⇤H (with r⇤H ! �1) . In
this regard, we employ Sommerfeld outgoing boundary conditions, sometimes
known as absorbing boundary conditions, to prevent incoming signals from
outside the physical domain:

�`m
(t, r⇤H) � '`m

(t, r⇤H) = 0 = U `m
(t, r⇤H) , (3.55)

�`m
(t, r⇤I ) + '`m

(t, r⇤I ) = 0 = V `m
(t, r⇤I ) . (3.56)

Note that these conditions are only valid when they are applied exactly at
r⇤ ! 1 and r⇤ ! �1. At other locations they are approximate boundary
conditions. This means that after sufficiently long time the solution could be
contaminated by the inaccuracy in the prescription of these boundary condi-
tions. However, this can be avoided by setting the boundaries out of causal
contact with the particle location, where we want to estimate the self-force,
for the whole duration of our evolutions.

3.6 Numerical Implementation

In what follows, we are going to describe the numerical algorithms, both for
the spatial and temporal discretisation, that we use in this first part of the
thesis to solve the PDEs of our EMRI model.

We first introduce the pseudospectral Collocation method that we use for the
spatial discretisation of the evolution equations of our scalar EMRI problem.
To that end, we start by considering an arbitrary system of PDEs defined in
some domain ⌦ ⇢ Rd:

L[U ](x) = S(x) x 2 ⌦ , (3.57)

where L is a differential operator acting on the unknowns U and S is the
source term. The boundary conditions of the problem are given by:

H[U ](x) = 0 x 2 @⌦, (3.58)

where H is the operator defining the boundary conditions and @⌦ denotes the
boundary of ⌦.
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 Consider an arbitrary system of hyperbolic partial differential equations 

(PDEs) defined on 

 with boundary conditions

L[U ](x) = S(x) x 2 ⌦

H[U ](x) = 0 x 2 @⌦
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U(X) ⌘ UN (X) =
NX

n=0

anTn(X)

Known

The Pseudospectral Collocation Method                     Basics

In 1D spatial dimension pseudosectral collocation methods (PSCM) 

are based on expansions of every evolved field     in terms of 

suitable basis functions           with  (spectral) coefficients Tn(X) an

U(x)

The spectral representation
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We can derive         from the values of            at the (discretization) 

collocation points                (                   )

an Tn(X)

i = 1 . . . N

U(Xi) =
NX

n=0

anTn(Xi)
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an =
[Un(Xi), Tn(Xi)]

|Tn(X)|

X = Xi

i = 1 i = NXi

MijU(Xi) = aj
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The physical representation

UN (X) =
NX

n=0

U(Xi)Ci(X)

3.6. NUMERICAL IMPLEMENTATION 67

In the PSC method, we can obtain another expression/representation for
the approximate solution UN by employing the Lagrange Cardinal func-
tions [Boyd 2001], Ci(x) (i = 0, ..., N), associated with the basis functions
{�i}, (i = 0, ..., N). The Cardinal functions are characterised by the condi-
tions:

Ci(xj) = �ij , (3.63)

and the expression for UN is:

UN(x) =

N
X

i=0

Ui Ci(x) . (3.64)

This is very convenient to impose the PSC conditions on the residuals, that
is, the (N + 1) conditions RN(xi) = 0, which tell us that

Ui = U(xi) . (3.65)

The expansion of Eq. (3.64) is called the physical representation of the solu-
tion. As a result, when the basis functions belong to a class of polynomials
(for instance Chebyshev polynomials) the functions UN(x) are fitted by a
polynomial (Lagrangian interpolant) of degree N at each collocation (or in-
terpolation) point xi.

In an interval [a, b] containing the point x and the set of collocation points
{xi}, the error in interpolating a function U(x) by the Lagrangian interpolant
UN(x) is given by:

U(x) � UN(x) =

1

(N + 1)!

U (N+1)
(⇠)

N
Y

i=0

(x � xi) . (3.66)

where the point ⇠ (belonging to the interval [a, b]) depends on the specific
function being approximated upon, the number of collocation points N , x,
and upon the location of the collocation points [Boyd 2001]. Given a fixed
number of collocation points, the Cauchy interpolation error, Eq. (3.66), can
only be controlled by changing the location of the collocation points xi through
the term:

N
Y

i=0

(x � xi) , (3.67)

which depends on the choice of collocation points, i.e. the numerical grid. It
has been shown (see, e.g. [Boyd 2001]) that the set of collocation points that

         is approximated employing the Lagrange Cardinal functions                                  

                   associated with {          }.

U(x)

Tn(X)

Change between representations employing matrix multiplication 

transformation
U(Xi) = M�1

ij aj

i = 1 i = NXi
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 The derivatives of             and           are known analyticallyTn(X)

@(m)
X UN (X) =

NX

n=0

an@
(m)
X Tn(X)
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Ci(X)

@(m)
X UN (Xi) =

NX

i=0

NX

j=0

@(m)
X Ci(Xj) UN (Xj)Ci(X)

 The derivatives are obtained through a matrix multiplication
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U � UN (X) =
1

N + 1!
UN+1(⇠)

NY

i=0

(X �Xi)
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Interpolation Error 

The error in interpolating the solution is given by Cauchy interpolation error

controlled by changing the location of the collocation points,

3.6. NUMERICAL IMPLEMENTATION 75

(ii) compute the derivatives in the spectral domain, and finally (iii) trans-
form back to the physical picture. Then, for an implementation of the PSC
method employing Chebyshev polynomials, the differentiation process can be
described by the following scheme:

@r⇤ : {U i} FFT�! {an}
@r⇤�! {bn} FFT�! {(@r⇤U )i} , (3.106)

where {bn} are the spectral coefficients associated with the spatial derivative
in Eq. (3.90) (see, e.g. [Boyd 2001]).

In our computations, a spectral filter is employed to reduce the spurious (of
non-physical origin) high-frequency components of our numerical solutions
(see Section 3.5). The filter is applied after every time step (see below for the
numerical evolution algorithm). We choose a filter of the exponential type,
whose action on the spectral coefficients {an} is given by:

an �! ˜an with ˜an = �
⇣ n

N

⌘

an , (3.107)

where �(n/N) is the exponential filter defined as:

�
⇣ n

N

⌘

=

(

1 for 0 6 n 6 Nc ,

exp

h

�↵
⇣

n�Nc
N�Nc

⌘� i

for Nc < n  N .
(3.108)

Here Nc is the cut-off mode number, � is the order of the filter (typically
chosen to be of the order of the number of collocation points, N), and ↵ is
the machine accuracy parameter, which is related to the machine accuracy,
"M , by ↵ = � ln "M . For a 32 bit machine and double precision we have:
"M = 2

�52, and hence ↵ ' 36.0437. The process of filtering the solution can
be summarised schematically as:

{U i} FFT�! {an} Filter�! {˜an} FFT�! { ˜U i} , (3.109)

where {U i} are the values of the solutions at the collocation points after an
evolution time step; {an} are their corresponding spectral components; {˜an}
are the filtered spectral components; and { ˜U i} are the filtered values of the
solution at the collocation points.

The typical numeric error introduced when implementing the PSC method to
our fields is due to the fact that we have a truncated expansion in Chebyshev
polynomials, at a given number that coincides with the number of collocation
points, i.e. N+1. This error can be estimated using the well-known truncation
error :

Error = log10 |aN | . (3.110)
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U � UN (X) =
1

N + 1!
UN+1(⇠)

NY

i=0

(X �Xi)
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Interpolation Error 

The error in interpolating the solution is given by Cauchy interpolation error

controlled by changing the location of the collocation points,
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method employing Chebyshev polynomials, the differentiation process can be
described by the following scheme:

@r⇤ : {U i} FFT�! {an}
@r⇤�! {bn} FFT�! {(@r⇤U )i} , (3.106)

where {bn} are the spectral coefficients associated with the spatial derivative
in Eq. (3.90) (see, e.g. [Boyd 2001]).

In our computations, a spectral filter is employed to reduce the spurious (of
non-physical origin) high-frequency components of our numerical solutions
(see Section 3.5). The filter is applied after every time step (see below for the
numerical evolution algorithm). We choose a filter of the exponential type,
whose action on the spectral coefficients {an} is given by:
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Here Nc is the cut-off mode number, � is the order of the filter (typically
chosen to be of the order of the number of collocation points, N), and ↵ is
the machine accuracy parameter, which is related to the machine accuracy,
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�52, and hence ↵ ' 36.0437. The process of filtering the solution can
be summarised schematically as:

{U i} FFT�! {an} Filter�! {˜an} FFT�! { ˜U i} , (3.109)

where {U i} are the values of the solutions at the collocation points after an
evolution time step; {an} are their corresponding spectral components; {˜an}
are the filtered spectral components; and { ˜U i} are the filtered values of the
solution at the collocation points.

The typical numeric error introduced when implementing the PSC method to
our fields is due to the fact that we have a truncated expansion in Chebyshev
polynomials, at a given number that coincides with the number of collocation
points, i.e. N+1. This error can be estimated using the well-known truncation
error :

Error = log10 |aN | . (3.110)

The solutions converge exponentially with N 
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Notice that with the PSC method, in practice we discretise a set of PDEs
for the field variables U [Eq. (3.6)], (or N [Eq. (3.34)] for the characteristic
fields), and the result is a set of equations for a set of time-dependent variables
at each collocation point xi or, in other words, we obtain a system of ODEs
for either the grid values of our variables {U i(t)} at each collocation point xi

or the spectral coefficients {ak(t)}. We have seen before how to change the
representation, i.e. how to obtain {ak(t)} from {U i(t)} and the converse.

The situation after the spatial discretisation with the PSC method is that we
have N + 1 unknowns which are fully determined inside each subdomain by a
set of ODEs (an ODE at each collocation point) that come from Eq. (3.77).
To solve these ODEs we use the method of lines (see, e.g. [Gustafsson 1995])
the well-known Runge-Kutta 4 (RK4) time stepping algorithm. Assuming the
ODEs have the following general form (method of lines),

dU

dt
= F (t,U ) , (3.111)

the RK4 algorithm to evolve from time tn to time tn+1 is given by the following
expressions:

(tn,Un) �! (tn+1,Un+1) (3.112)

Un+1 = Un +

1

6

(K1 + 2K2 + 2K3 + K4) , (3.113)

where

K1 = �tF (tn,Un) , (3.114)

K2 = �tF

✓

tn +

�t

2

,Un +

K1

2

◆

, (3.115)

K3 = �tF

✓

tn +

�t

2

,Un +

K2

2

◆

, (3.116)

K4 = �tF (tn + �t,Un + K3) , (3.117)

where �t is the time step. In this sense, it is important to mention that we
have a restriction in the choice of the time step due to causality restrictions
due to the fact that the domain of dependence of the system of hyperbolic
equations evolve at a certain velocity (see [Courant 1953b]). This restriction
is called the Courant-Friedrichs-Lax (CFL) condition. In Finite Differences
schemes it imposes a condition of the time �tCFL / N�1 whereas in the case
of pseudospectral computations it is given by

�tCFL ⇠ ⇡2|b � a|
4N2

. (3.118)
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Time step condition

The domain of dependence of the system of hyperbolic equations 

evolve at  finite velocity which leads to causality restrictions: Courant-

Friedrichs-Lax conditions

i = 1 i = N

r = a r = b
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Expansion Basis 
& 

and discretization points
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The solutions can be discretized using an expansion in a basis of 

Chebyshev polynomials

72

points {xi}. In what follows we are going to introduce and justify the basis
and the numerical grid employed in our numerical computations.

The basis of functions employed to expand the field solutions must cover the
computational necessities of our physical problem. In this regard, since our
problem has no spatial periodicity and taking into account the result of the
minimisation of the Cauchy interpolation error described above, we discretise
the field variables using an expansion in a basis of Chebyshev polynomials,
Tn(X), which are defined as:

Tn(X) = cos

�

n cos

�1
(X)

�

, X 2 [�1, 1] . (3.92)

where |Tn(X)|  1, and n is the degree of the polynomial. Chebyshev polyno-
mials can be employed to interpolate any analytical function and they provide
exponential convergence for smooth functions, independently of the boundary
conditions satisfied by them [Boyd 2001]. Moreover, Chebyshev polynomials
are defined in a finite interval, X 2 [�1, 1], which can always be mapped to
the (finite) spatial domain (or subdomain) of our problem. In addition, as
we have already mentioned, the Chebyshev polynomial TN+1 is the one that
has the smallest maximum on the interval [�1, 1] of all polynomials of degree
N + 1 with leading coefficient (XN+1) equal to unity, {PN+1}. This can be
expressed as [Boyd 2001]:

max

PN+1

�

�PN+1(X)

�

� � max
�

�

�

TN+1(X)

2

N

�

�

�

=

1

2

N
. (3.93)

In addition, since any polynomial of degree N can be factored into the product
of linear factors of the form (x � xi), where the {xi} are the roots of the
polynomial and, we can write

1

2

N
TN+1(X) =

N
Y

i=0

(X � Xi) . (3.94)

where {Xi} are the roots of TN+1 and X 2 (�1, 1). Taking into that
this Chebyshev polynomial minimises the error in the Cauchy remainder of
Eq. (3.66), the optimal collocation points are the roots of the Chebyshev poly-
nomial of degree (N+1). This set of roots/collocation points are usually called
the Gauss-Chebyshev grid. One can see that this grid does not include the
boundary points X = 1 and X = �1, and hence it may not be a convenient
grid for problems in which we need to prescribe boundary conditions exactly
at the boundary points. An alternative grid which shares the same properties
as the Gauss-Chebyshev grid but that includes the boundary points X = ±1

is the so-called Lobatto-Chebyshev grid, which are given by the roots of

(1 � X2
)T 0

N(X) = 0 . (3.95)

The domain of definition of            can always be mapped to the spatial 

(sub)domain of our problem

Tn(X)

X=-1            X=1

M

M�1

X = a              X = b
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Using this, we can invert Eq. (3.97) to find:

aj =

2

Nc̄i

N
X

i=0

Ui

c̄i
Tj(Xi) , (3.101)

Consequently, since there is the same number of grid values Ui and spectral
coefficients ak, this equation provides the one-to-one mapping between {Ui}
and {ak}.

On the other hand, as we can see from Eq. (3.92), a Chebyshev series is a
Fourier cosine series with just a change of variable given by the mapping:

X : [0, 2⇡] �! [�1, 1] (3.102)
✓ �! X(✓) = cos(✓), (3.103)

so that

Tn(X) = cos (n✓) . (3.104)

Since Chebyshev expansions can be translated into Fourier expansions, they
also have to admit a FFT algorithm to perform the matrix multiplication
needed to change from the spectral to the physical representation and the
converse. Then, the following two series are equivalent under the transforma-
tion of Eq. (3.103):

U(X) =

1
X

n=0

anTn(X) () U(cos ✓) =

1
X

n=0

an cos(n✓). (3.105)

and, the coefficients of U(X) as a Chebyshev series are identical with the
Fourier coefficients of U(cos ✓). Moreover, since U(cos ✓) is periodic, its Fourier
series must have exponential convergence, unless U(X) is singular for X 2
[�1, 1]. Hence, it does not matter whether U(X) has singularities for real X

outside [�1, 1] nor does it matter whether U(X) is periodic in X.

Then, the matrix multiplications of Eq. (3.97) and Eq. (3.101) can be
performed using a FFT algorithm (we use the routines of the FFTW li-
brary [Frigo 2005]) employing a number of operations O(N ln N) instead of
N ⇥ N operations needed in a direct matrix multiplication. As we shall see
in the next chapters, the kind of operations needed to solve numerically the
PDEs associated with our problem involve a change of representation between
the physical and the spectral picture. An example of this is differentiation.
In this regard, since differentiation is easier in the spectral representation, it
is convenient to compute the derivatives there. To that end, one has to fol-
low the next steps: (i) Transform from the physical to the spectral picture,

The Pseudospectral Collocation Method                     Basics

U(X) =

1X

n=0

anTn(x) , U(cos ✓) =
1X

n=0

an cos(n✓)

The Fourier series  of                have exponential convergence, unless            

          is singular.

U(cos ✓)
U(X)

 Chebyshev series can be expressed as a Fourier cosine series
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O(N ln(N)

Matrix multiplications  can be performed using a FFT algorithm: 

                 operations instead of                operations needed in a 

direct matrix multiplication

N ⇥N

48 Chapter 2. The Pseudospectral Collocation Method

On the other hand, the cardinal functions associated with the Chebyshev-
Lobatto collocation grid are:

Ci(X) =
(1�X2)T �

N(X)

(1�X2
i )(X �Xi)T

��
N(Xi)

i = 0, . . . , N . (2.49)

Once this set of collocation points is adopted, and taking into account the
properties of the Gauss-Lobatto-Chebyshev quadratures, the Chebyshev poly-
nomials have another orthogonality relation, this time in the discrete:

�
Tj, Tk

⇥
=

2

Nc̄k

N⌅

i=0

1

c̄i
Tj(Xi)Tk(Xi) = �nm , (2.50)

the degree of the polynomials is given by the number of collocation points
(their roots) so k, j = 0, . . . , N , and c̄i are normalisation coe⇥cients:

c̄i =

⇤
2 for i = 0, N ,

1 otherwise .
(2.51)

We can invert Eq. (??) and find:

aj =
2

Nc̄i

N⌅

i=0

Ui

c̄i
Tj(Xi) , (2.52)

Then, there are the same number of physical space values Ui and spectral
coe⇥cients ak, and there is a one-to-one mapping between {Ui} and {ak}.
Therefore, one can represent the functions UN by either {Ui} or {ak}. Finally,
the matrix multiplications (??) and (2.52) can be performed with a FFT (we
use the routines of the FFTW library [Frigo 2005]) algorithm employing a
number or operations O(N lnN) instead of N ⇥ N operations needed in a
direct matrix multiplication. Therefore, changing between representations is
useful in order to perform some operations. For instance, di�erentiation is
easier in the spectral representation, so we can transform from the physical to
the spectral representation, compute derivatives there, and finally transform
back to the physical representation. In the case of a Chebyshev PSC method,
the di�erentiation process can be described by the following scheme

⇥r� : {U i}
FFT�⇤ {an}

�r��⇤ {bn}
FFT�⇤ {(⇥r�U )i} , (2.53)

where {bn} are the spectral coe⇥cients associated with the spatial derivative
Eq. (2.35) (see, e.g. [Boyd 2001]).
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The set of collocation points that minimises the Cauchy interpolation 

error corresponds to the zeros of the Chebyshev polynomial or 

alternatively to the extrema of its derivative: Lobatto-Chebyshev grid 
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where the prime indicates differentiation with respect to X. In this way, the
Lobatto-Chebyshev grid includes the extrema of the Chebyshev polynomial
T 0
N(X) and the end points X = ±1. The explicit expression of these colloca-

tion points is:

Xi = � cos

✓

⇡ i

N

◆

(i = 0, 1, . . . , N) . (3.96)

Notice that we can always map any (physical) interval [a, b] to the (spectral
or collocation) interval [�1, 1] and find optimal interpolation points as the
roots of a Chebyshev polynomial of order N +1, or alternatively the Lobatto-
Chebyshev collocation points.

The distance between the collocation points Xi goes as N�1 near the centre of
the interval, whereas near the ends of the interval it goes as N�2. Therefore,
the density of collocation points is bigger at the ends of the interval than
around the centre. This is very convenient for our computations, since, to
compute the self-force, we need more resolution near the particle location
that in the rest of the spatial domain and this is granted by employing a
Chebyshev-Lobatto grid.

Focusing now in the Chebyshev PSC method with the Lobatto-Chebyshev
grid, the expansion of the solutions at each collocation point leads to the
spectral representation (real) space of the solutions:

Ui ⌘ UN(Xi) =

N
X

k=0

akTk(Xi) . (3.97)

The cardinal functions associated with the Chebyshev-Lobatto collocation
grid are:

Ci(X) =

(1 � X2
)T 0

N(X)

(1 � X2
i )(X � Xi)T

00
N(Xi)

i = 0, . . . , N . (3.98)

Taking into account the properties of the spectral quadratures formulae given
above, the Chebyshev polynomials fulfil the following discrete orthogonality
relation:

⇥

Tj, Tk

⇤

=

2

Nc̄k

N
X

i=0

1

c̄i
Tj(Xi) Tk(Xi) = �nm . (3.99)

The degree of the polynomials is given by the number of collocation points
(their roots), k, j = 0, . . . , N , and c̄i are normalisation coefficients given by:

c̄i =

(

2 for i = 0, N ,

1 otherwise .
(3.100)
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points {xi}. In what follows we are going to introduce and justify the basis
and the numerical grid employed in our numerical computations.

The basis of functions employed to expand the field solutions must cover the
computational necessities of our physical problem. In this regard, since our
problem has no spatial periodicity and taking into account the result of the
minimisation of the Cauchy interpolation error described above, we discretise
the field variables using an expansion in a basis of Chebyshev polynomials,
Tn(X), which are defined as:

Tn(X) = cos

�

n cos

�1
(X)

�

, X 2 [�1, 1] . (3.92)

where |Tn(X)|  1, and n is the degree of the polynomial. Chebyshev polyno-
mials can be employed to interpolate any analytical function and they provide
exponential convergence for smooth functions, independently of the boundary
conditions satisfied by them [Boyd 2001]. Moreover, Chebyshev polynomials
are defined in a finite interval, X 2 [�1, 1], which can always be mapped to
the (finite) spatial domain (or subdomain) of our problem. In addition, as
we have already mentioned, the Chebyshev polynomial TN+1 is the one that
has the smallest maximum on the interval [�1, 1] of all polynomials of degree
N + 1 with leading coefficient (XN+1) equal to unity, {PN+1}. This can be
expressed as [Boyd 2001]:

max

PN+1

�

�PN+1(X)

�

� � max
�

�

�

TN+1(X)

2

N

�

�

�

=

1

2

N
. (3.93)

In addition, since any polynomial of degree N can be factored into the product
of linear factors of the form (x � xi), where the {xi} are the roots of the
polynomial and, we can write

1

2

N
TN+1(X) =

N
Y

i=0

(X � Xi) . (3.94)

where {Xi} are the roots of TN+1 and X 2 (�1, 1). Taking into that
this Chebyshev polynomial minimises the error in the Cauchy remainder of
Eq. (3.66), the optimal collocation points are the roots of the Chebyshev poly-
nomial of degree (N+1). This set of roots/collocation points are usually called
the Gauss-Chebyshev grid. One can see that this grid does not include the
boundary points X = 1 and X = �1, and hence it may not be a convenient
grid for problems in which we need to prescribe boundary conditions exactly
at the boundary points. An alternative grid which shares the same properties
as the Gauss-Chebyshev grid but that includes the boundary points X = ±1

is the so-called Lobatto-Chebyshev grid, which are given by the roots of

(1 � X2
)T 0

N(X) = 0 . (3.95)
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PSCM & The EMRI problem

Friday, 15 June 12



(�@2t + @2r⇤ � V`) 
`m = A`m�[r⇤ � r⇤p(t)]

  Priscilla Canizares 22

Particle

�
r⇤p

The computational domain is split and the particle 
is set at the interface between 2 subdomains

�⇤⇥ r� r� �⇥

�[r⇤ � r⇤p(t)]

The Particle-without-Particle Scheme                   

Friday, 15 June 12



(�@2t + @2r⇤ � V`) 
`m = A`m�[r⇤ � r⇤p(t)]

  Priscilla Canizares 22

Particle

�
r⇤p

The computational domain is split and the particle 
is set at the interface between 2 subdomains

Particle

� �
r⇤p r⇤p�⇤⇥ r� r� �⇥

�[r⇤ � r⇤p(t)]

The Particle-without-Particle Scheme                   

Friday, 15 June 12



(�@2t + @2r⇤ � V`) 
`m = A`m�[r⇤ � r⇤p(t)]

  Priscilla Canizares 22

Particle

�
r⇤p

The computational domain is split and the particle 
is set at the interface between 2 subdomains

Particle

� �
r⇤p r⇤p�⇤⇥ r� r� �⇥

�[r⇤ � r⇤p(t)]
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1.The penalty method: 

    The system is dynamically driven to fulfil  a set of  additional conditions.

+�(⇥U [U ])@tU± = A · @r⇤U± + B · U±

23

2.The direct communication of the characteristic fields: 

   We pass the value of the characteristic fields.

U = ( `m, U `m, V `m)

��m = r ��m

U �m = ��m � ⇥�m

V �m = ��m � ⇥�m
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•To implement the PwP scheme numerically we use PSCM. Each 

subdomain is discretised with a number N of collocation points of a 

Lobatto-Chebyshev grid: 

Xi
UN (Xi) = U(Xi)�H �I

r⇤H r⇤I

0 N 0 N

r⇤p r⇤p
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simultaneously imposing the correct initial value of the jump itself, i.e. [ V ]p.
In conclusion, we can use the initial zero data condition as long as we provide
the value of the derivatives of the jumps (see also [Canizares 2010]).

On the other hand, we need to prescribe suitable boundary conditions for
the field variables at the outer boundaries, i.e. near spatial infinity, r⇤ = r⇤I
(with r⇤I ! 1) and near the MBH horizon, r⇤ = r⇤H (with r⇤H ! �1) . In
this regard, we employ Sommerfeld outgoing boundary conditions, sometimes
known as absorbing boundary conditions, to prevent incoming signals from
outside the physical domain:

�`m
(t, r⇤H) � '`m

(t, r⇤H) = 0 = U `m
(t, r⇤H) , (3.55)

�`m
(t, r⇤I ) + '`m

(t, r⇤I ) = 0 = V `m
(t, r⇤I ) . (3.56)

Note that these conditions are only valid when they are applied exactly at
r⇤ ! 1 and r⇤ ! �1. At other locations they are approximate boundary
conditions. This means that after sufficiently long time the solution could be
contaminated by the inaccuracy in the prescription of these boundary condi-
tions. However, this can be avoided by setting the boundaries out of causal
contact with the particle location, where we want to estimate the self-force,
for the whole duration of our evolutions.

3.6 Numerical Implementation

In what follows, we are going to describe the numerical algorithms, both for
the spatial and temporal discretisation, that we use in this first part of the
thesis to solve the PDEs of our EMRI model.

We first introduce the pseudospectral Collocation method that we use for the
spatial discretisation of the evolution equations of our scalar EMRI problem.
To that end, we start by considering an arbitrary system of PDEs defined in
some domain ⌦ ⇢ Rd:

L[U ](x) = S(x) x 2 ⌦ , (3.57)

where L is a differential operator acting on the unknowns U and S is the
source term. The boundary conditions of the problem are given by:

H[U ](x) = 0 x 2 @⌦, (3.58)

where H is the operator defining the boundary conditions and @⌦ denotes the
boundary of ⌦.
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 To prevent incoming signals from outside the physical domain
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• Covering the spatial domain with a given number of subdomains (D) we improve the 

field resolution with a relatively small N.
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• Different harmonic modes need different resolution

•We adjust the size of the subdomain around the particle location to the smaller 

mode wavelength 

[ Canizares & Sopuerta (2011)].
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e�N

The dependence of the truncation  error (~      ) with respect increasing numbers of collocation 

points, N, give us an estimation of the exponential convergence of the code:

|aN |

[ Canizares & Sopuerta (2011)].[ Canizares & Sopuerta (2009)]
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Snapshots from the Circular case 
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[��m]p = 0 ,
�
⇥t�

�m
⇥
p

= 0
⇥
@r⇤ 

`m
⇤
p
= A`m

[ Canizares & Sopuerta (2009)]
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•The key point of the PwP method is to keep the 

particle at the interface between subdomains:

30

• For eccentric orbits we use a time dependent 

linear mapping between the physical and 

spectral domains. 
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[ Canizares, Sopuerta & Jaramillo (2010 )].

From circular to eccentric orbits:

[��m]p = 0 ,

�
⇥t�

�m
⇥
p

= �
ṙ�p S�m

(1� ṙ�2p )f(rp)
,

�
⇥r��

�m
⇥
p

=
S�m

(1� ṙ�2p )f(rp)

r�p = r�p(t)
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  Priscilla Canizares 

The dependence of the truncation  error (~      ) with respect increasing numbers of collocation 

points, N, give us an estimation of the exponential convergence of the code: e�N

|aN |

31[ Canizares & Sopuerta (2011)].
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Snapshots from the Eccentric (e=0.5, p= 7.1) case (D=10, N= 100)
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[ Canizares, Sopuerta & Jaramillo (2010 )].
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Results for the self-force components:    

• We have employed                   ,              ,               and   `
max

= 17 D = 10 N = 100 �r⇤ = 2� 5M•

The Self-force values have been obtained near the pericenter.

• We compare our results with posterior ones obtained in the frequency-domain
[ Warburton & Barack (2010)]

[ Canizares, Sopuerta & Jaramillo (2010 )].

114

Table 5.1: Numerical values of the components of the gradient of the regularised
field at the pericentre radius. We present our estimations for the orbits eccentric
generic orbits with parameters: (i) (e, p) = (0.1, 6.3); (ii) (e, p) = (0.3, 6.7); and
(iii) (e, p) = (0.5, 7.1). The regularised field has been evaluated at the nearest value
of the radial coordinate to the pericentre value available in our numerical evolu-
tions, which corresponds to: (i) 6.0M•, (ii) 5.1538801M• and (iii) 4.7377989M•
respectively. For comparison, we have included the results of Warburton and
Barack [Warburton 2010], obtained near the pericenter.

(e, p) F↵ PwP Frequency-Domain Relative Difference
M2

•
q �

R
t 4.517 196 · 10

�4
4.517 994 · 10

�4
0.01%

(0.1, 6.3)

M2
•
q �

R
r 2.125 049 · 10

�4
2.125 7 · 10

�4
0.03%

M•
q �

R
� �6.204 083 · 10

�3 �6.20 401 · 10

�3
3 · 10

�5
%

M2
•
q �

R
t 7.698 048 · 10

�4
7.177 3 · 10

�4
0.25%

(0.3, 6.7)

M2
•
q �

R
r 3.63 3926 · 10

�4
3.632 2 · 10

�4
0.04%

M•
q �

R
� �9.040 222 · 10

�3 �9.0402 1 · 10

�3
1.5 · 10

�5
%

M2
•
q �

R
t 1.233 071 · 10

�3
1.233 1 · 10

�3
0.015%

(0.5, 7.1)

M2
•
q �

R
r 5.612 209 · 10

�4
5.617 9 · 10

�4
0.1%

M•
q �

R
� �1.268 560 · 10

�2 �1.2685 7 · 10

�2
6.1 · 10

�4
%

framework that we have employed for these computations consists of D = 10

subdomains and N = 100 collocation points per subdomain [Canizares 2010].

Finally, we have computed the self-force components for different types of ec-
centric orbits. These orbits, in terms of the eccentricity and semilatus rectum,
are: (i) (e, p) = (0.1, 6.3); (ii) (e, p) = (0.3, 6.7); and (iii) (e, p) = (0.5, 7.1). We
show pieces of the trajectories in Figure 5.6. The multidomain framework em-
ployed for these simulations has D = 80 and N = 50. The results obtained for
the self-force components are presented in Table 5.1 and have been computed
with the formulation that uses the direct communication of characteristic fields
(see Section 3.4.2). These values of the self-force have been computed at the
nearest radial location to the pericentre radius (see Eq. (2.102)) available in
our evolutions. After the publication of these results [Canizares 2011], War-
burton and Barack [Warburton 2010] have arrived at similar results employing
frequency-domain methods, suggesting the robustness of the PwP method.

All our calculations have been performed in a computer with two Quad-Core
Intel Xeon processors at 2.8 GHz and the time spend for a full self-force
computation is always in the range 20-30 minutes. Comparing with the time
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•The PwP scheme provides accurate and efficient self-force 

computations in (1+1)

•It is a robust method suitable to deal with generic EMRI orbits.

•We are working to extend the PwP scheme to 2+1 computations

Summary
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