A second order numerical scheme for the annealing of metal–intermetallic laminate composite: A ternary reaction system
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ABSTRACT

Metal–Intermetallic Laminate (MIL) composites are laminate structures that are fabricated by optimizing unique benefits of constituent components to have attractive physical and mechanical features, such as high strength, stiffness, and toughness. The synthesis of MIL composites involves annealing reaction of multiple metallic elements at high temperatures. In this work, we propose, analyze, and implement a second-order semi-implicit scheme for the annealing of a ternary metallic reaction system. The robustness of such a numerical scheme is demonstrated by various numerical experiments, as well as the expected accuracy tests. At the theoretical level, we provide a detailed convergence analysis, which confirms the second-order accuracy in both the temporal and spatial discretization. Moreover, this numerical scheme is used to study the annealing process of the Al–Fe–Ni ternary system. The computation reproduces the formation of the Al-rich and Ni-rich layers in the annealing process. We present the computational results as diffusion paths in a ternary phase diagram, with a nice agreement with that of experimental data. We also study the growth kinetics of the two layers by calculating the rate constant and kinetic exponent of the reaction. The morphology of interfaces between different layers is thoroughly investigated as well. The computational results indicate that the numerical scheme is an effective, useful tool for predicting the microstructure evolution in the annealing process of a ternary reaction system.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

Metal–intermetallic-laminate (MIL) composites are laminate structures designed to optimize unique properties of intermetallics by incorporating layers of ductile reinforcement in efforts to increase toughness. The synthesis of MIL composites is processed at high temperatures by pressing alternatively stacked metallic foils of two different kinds in a composite synthesis.

apparatus, as shown in Fig. 1. Reactive diffusion between the metal foils does not stop until one kind of the foils are fully consumed to form intermetallic layers, while the other is remained as the residual metal layer. The physical and mechanical performance of the MIL composites can be significantly improved for specific applications by simply optimizing the width, stacking sequence, and compositions of the metallic foils [49].

The most extensively studied MIL composites are based on the Al–Ti system, in which the evolution of the microstructure of intermetallic phase, fracture behavior, and fatigue crack resistance have been systematically investigated in the literature [1,36,38]. The MIL composites based on Al–Ti system have shown great advantages in many mechanical properties, e.g., toughness [45]. To lower the production cost, it is desirable to replace the expensive Ti by other lower cost metallic material, such as Fe-based sheet metals. The MIL composites that are fabricated by pure iron and stainless steel have been systematically reported in the works [45,46,48,49]. The results have revealed that the microstructure, phase formation sequences, and growth kinetics of the intermetallic layer are highly related to the diffusional reaction between the stainless steel and Al foils, since the diffusion of the Fe, Al, Ni, and Cr elements in the system causes the chemical composites changing in the intermetallic layer of the iron-based MIL composites.

A theoretical model based on the diffusion equations of aluminum in pure iron has been proposed in the work [16]. Effective diffusion coefficients estimated from experimental data were used in the diffusion equations to compute aluminum composition profiles as a function of time, evaluate the coating growth rate, and calculate the morphology during aluminization. The assumption that diffusion coefficients are constant over entire concentration ranges may not apply effectively to the Al–Fe system, because the diffusion coefficients are more like functions of concentrations of different elements [25,33]. As a refinement to the model, diffusion equations with concentration-dependent diffusion coefficients were developed to analyze the kinetics of aluminization process [32]. Later, such equations have been successfully applied to qualitatively predict the growth kinetics and Al concentration during high-temperature annealing reactions [49]. However, the calculated concentration profiles exhibited discrepancies from the measured profile at the Al-rich intermetallic layer, in which the Al$_2$Fe intermetallic phase coexists with the Al$_9$Cr$_5$ intermetallic phase when Cr presents in the system. To consider the impact of a third metal element on the aluminization, a cross-diffusion system have been derived to describe the annealing reactions in a ternary system [33].

In this work, we consider the diffusion of two solute elements in an Fe-based system with the equations [32,49]

$$
\begin{align*}
\varepsilon_t &= - \nabla \cdot J_u, \\
\gamma_t &= - \nabla \cdot J_v,
\end{align*}
$$

where $J_u$ and $J_v$ are the fluxes of two components in the system:

$$
\begin{align*}
J_u &= - D^{uu}(u, v) \nabla u(x, y, z, t) + D^{uv}(u, v) \nabla v(x, y, z, t), \\
J_v &= - D^{vu}(u, v) \nabla u(x, y, z, t) + D^{vv}(u, v) \nabla v(x, y, z, t).
\end{align*}
$$

Taking an Al–Ni–Fe system as an example, $u$ and $v$ are the concentrations of Al and Ni, respectively, and $D^{uu}(u, v)$, $D^{uv}(u, v)$, $D^{vu}(u, v)$, and $D^{vv}(u, v)$ are given concentration-dependent diffusion coefficients in an Fe-based reaction system.
Altogether, we have the following diffusion equations
\[
\begin{align*}
  u_t &= \nabla \cdot \left[ D_{uu}^{ij}(u, v) \nabla u(x, y, z, t) + D_{uv}^{ij}(u, v) \nabla v(x, y, z, t) \right], & (x, y, z) \in \Omega, \\
  v_t &= \nabla \cdot \left[ D_{uu}^{ij}(u, v) \nabla u(x, y, z, t) + D_{vv}^{ij}(u, v) \nabla v(x, y, z, t) \right], & (x, y, z) \in \Omega,
\end{align*}
\]
where \(\Omega = [-L_x, L_x] \times [-L_y, L_y] \times [-L_z, L_z]\). The initial and boundary conditions are given by
\[
\begin{align*}
  u(x, y, z, 0) &= u_0(x, y, z), & v(x, y, z, 0) &= v_0(x, y, z) \text{ in } \Omega, \\
  J_u \cdot \mathbf{n} &= 0, & J_v \cdot \mathbf{n} &= 0 \text{ on } \partial \Omega \times (0, T).
\end{align*}
\]
Here zero-flux boundary conditions are imposed to describe that there is no further supply of the material on the boundary.

The initial-boundary value problem of (1.1), (1.2), and (1.4) describes the evolution of each metal element under the influence of both self and cross diffusion. The nonlinear dependence of diffusion coefficients on concentrations poses a challenging task in the analysis of cross diffusion. Mathematical analysis on similar diffusion systems with cross diffusion has been well established in the literature, especially in the area of population dynamics [2–5,9,12,28–31,34,42]. For instance, the local and global-in-time existence of bounded weak solutions to cross-diffusion systems has been systematically studied with entropy methods [12,28,29]. In this work, we focus on numerically solutions of the problem to understand the evolution of the microstructure, growth kinetics, and interfacial morphology of intermetallic layers in a ternary reaction system.

Many numerical methods have been developed to solve a cross-diffusion system. Finite volume schemes that can preserve certain physical properties of the analytical solution have gained much attention. A convergent finite volume scheme of second order was developed to numerically solve a cross-diffusion model in population dynamics [5]. The scheme was applied to simulate pattern formation in cross-diffusion systems [39]. A finite volume scheme that preserves entropy structure in discrete level was proposed to solve a Keller–Segel model with cross diffusion [11]. Recently, an unconditionally stable, linear finite volume method was proposed for general nonlinear cross-diffusion systems. Error estimates in \(L^2\) norm were also established rigorously [35]. Other numerical methods, based on finite element [6] and finite difference approximations [10], were also developed for cross diffusion models.

In this work, we propose a linear, semi-implicit finite difference scheme for a nonlinear cross-diffusion system with concentration-dependent diffusion coefficients. Based on the technique of linearized stability analysis [23,40,43], a theoretical justification of the convergence analysis is presented. Such analysis confirms that the numerical scheme is both second-order accurate in the spatial and temporal discretizations. The proposed numerical scheme is further applied to characterize the annealing process of a ternary reaction system that consists of Al, Ni, and Fe. Numerical simulations capture the formation of an Al-rich layer and Ni-rich layer. The growth kinetics of such two layers is analyzed by finding the rate constant and kinetic exponent of the reaction. The diffusion paths displayed in a ternary phase diagram show that simulation results are in a reasonable agreement with experimental data. In addition, we investigate the evolution of the morphology of interfaces between layers, starting from a randomly perturbed initial cross-section interface between Al layer and stainless steel layer. Overall, comparison between our simulation results and experimental data shows that our numerical scheme is an effective and useful method in predicting the microstructure of the annealing process of a ternary reaction system.

We use standard notation for Sobolev spaces [22]. Unless otherwise stated, we make the following assumptions throughout the rest of the paper:

(A1) The domain \(\Omega \subset \mathbb{R}^3\) is a bounded and open cuboid with a boundary \(\Gamma = \partial \Omega\).

(A2) The exact solution \(u(x, t)\) and \(v(x, t)\) has the regularity \(C^3(0, T; \mathbb{C}^0) \cap C^2(0, T; \mathbb{C}^2) \cap L^\infty(0, T; \mathbb{C}^4)\) for some positive \(T\).

(A3) The diffusion coefficients \(D_{uu}^{ij}(u, v)\) and \(D_{vv}^{ij}(u, v)\) are given positive functions. Also, for any bounded \(u\) and \(v\), we have \(\|\partial^\beta \partial^\gamma D_{uu}^{ij}(u, v)\|_{L^\infty} \leq \hat{C}\) for \(\alpha, \beta, \gamma = u \lor v\), where \(\hat{C}\) is a positive constant. Moreover,
\[
\frac{D_{uu}^{ij}(u, v) - D_{u}^{ij}(u, v)}{2} \geq d^u \quad \text{and} \quad \frac{D_{vv}^{ij}(u, v) - D_{v}^{ij}(u, v)}{2} \geq d^v
\]
hold for any bounded \(u\) and \(v\), where \(d^u\) and \(d^v\) are two positive constants.

\textbf{Remark 1.1.} We assume that the self-diffusion coefficients are greater than the average of the other two cross-diffusion
coefficients by lower bounds \( d_1 \) and \( d_2 \). This assumption is justified by the fact that the diffusion coefficient of a species in its own environment is larger than that of the environment of other species \([23]\). From the activation energy point of view, the self diffusion of atoms only involves overcoming the lattice bondings between the same species of atoms in the crystal structure. In addition, the activation energy of self diffusion can be lowered by atoms substitution due to the imperfection in the structure. In contrast, cross diffusion in heterogeneous crystal structure needs to break the lattice bondings between atoms of different species, leading to higher activation energies.

This paper is organized as follows. In Section 2 we propose a second order finite difference scheme, and provide a detailed convergence analysis. In Section 3 we present the numerical convergence test and a few numerical simulation results, as well as the comparison with experimental data. Some concluding remarks are made in Section 4. Also, the error estimate in the first time step is given in Appendix A.1.

2. Numerical scheme and convergence analysis

2.1. Finite difference scheme

\[
(x_i, y_j, z_k) = (-L_x + ih, -L_y + jh, -L_z + kh), \quad i = 0, \ldots, N_x; \ j = 0, \ldots, N_y; \ k = 0, \ldots, N_z.
\]

We denote by \( t_n = n\Delta t \) \((n = 0, 1, \ldots, N_t)\). For any function \( f = f(x, y, z, t) : \Omega \times [0, T] \rightarrow \mathbb{R} \), we denote by \( f^n_{i,j,k} \) approximations of \( f(x_i, y_j, z_k, t_n) \), and define \( f^n_{i,j,k} = \frac{1}{2} f^n_{i,j,k} + \frac{3}{2} f^n_{i+1,j,k} \) for \( i = 1, \ldots, N_x - 1, \ j = 1, \ldots, N_y - 1, \ k = 1, \ldots, N_z - 1 \). Subsequently, the following discrete operators are introduced:

\[
\delta_x f_{i+1/2,j,k} := \frac{f_{i+1,j,k} - f_{i,j,k}}{h}, \quad \delta_x f_{i-1/2,j,k} := \frac{f_{i,j,k} - f_{i-1,j,k}}{h}.
\]

We notice that the first order difference approximation is evaluated at the staggered mesh points, instead of the regular vertex points. Similarly, \( \delta_y \) and \( \delta_z \) can be analogously defined. The discrete gradient operator becomes

\[
\nabla_h f_{i,j,k} := (\delta_x f_{i+1/2,j,k}, \delta_y f_{i,j+1/2,k}, \delta_z f_{i,j,k+1/2}),
\]

and the discrete Laplacian operator is given by

\[
\nabla_h \cdot \nabla_h f_{i,j,k} := \frac{\delta_x^2 f_{i+1/2,j,k} - \delta_x^2 f_{i-1/2,j,k}}{h^2} + \frac{\delta_y^2 f_{i,j+1/2,k} - \delta_y^2 f_{i,j-1/2,k}}{h^2} + \frac{\delta_z^2 f_{i,j,k+1/2} - \delta_z^2 f_{i,j,k-1/2}}{h^2}.
\]

Also, the following discrete operators (in time) are introduced:

\[
E^1 f^n := \frac{3}{2} f^n - \frac{1}{2} f^{n-1}, \quad E^2 f^n := \frac{3}{4} f^{n+1} + \frac{1}{4} f^{n-1}.
\]

The averaging operator \( E^1 \) keeps the linear nature of the proposed numerical scheme, while the averaging operator \( E^2 \) will greatly facilitate the convergence analysis, since more weights has been placed at the implicit level \( f^{n+1} \), as will be demonstrated in later sections.

To solve the problem (1.1) to (1.4), we propose a fully discrete scheme

\[
\begin{align*}
\frac{u_{i,j,k}^{n+1} - u_{i,j,k}^n}{\Delta t} &= \nabla_h \cdot \left[ D_{i,j,k}^{uu} (E^1 u_{i,j,k}^n, E^1 v_{i,j,k}^n) \nabla_h E^2 u_{i,j,k}^n \right] \\
&\quad + \nabla_h \cdot \left[ D_{i,j,k}^{uv} (E^1 u_{i,j,k}^n, E^1 v_{i,j,k}^n) \nabla_h E^2 v_{i,j,k}^n \right], \\
\frac{v_{i,j,k}^{n+1} - v_{i,j,k}^n}{\Delta t} &= \nabla_h \cdot \left[ D_{i,j,k}^{vv} (E^1 u_{i,j,k}^n, E^1 v_{i,j,k}^n) \nabla_h E^2 v_{i,j,k}^n \right] \\
&\quad + \nabla_h \cdot \left[ D_{i,j,k}^{vv} (E^1 u_{i,j,k}^n, E^1 v_{i,j,k}^n) \nabla_h E^2 v_{i,j,k}^n \right].
\end{align*}
\]

Here

\[
\begin{pmatrix}
D_{i,j,k}^{uu} & D_{i,j,k}^{uv} \\
D_{i,j,k}^{uv} & D_{i,j,k}^{vv}
\end{pmatrix}
\]
\[
\n\nabla h \cdot \left[ D \left( E \ u_{i,j,k}, E \ v_{i,j,k} \right) \nabla h \ E \ u_{i,j,k} \right] = \frac{D_{uu}^{i+1,j,k} - D_{uu}^{i,j,k}}{h} \delta y \delta z E^2 u^n_{i,j,k-1/2} - \frac{D_{uu}^{i,j,k+1/2} - D_{uu}^{i,j,k}}{h} \delta y \delta z E^2 u^n_{i,j,k-1/2}
\]

where

\[
D_{uu}^{i\pm 1,j,k} = D_{uu}^{i\pm 1,j,k} \left( \frac{1}{2} E^1 u^n_{i,j,k} + \frac{1}{2} E^1 u^n_{i,j,k} \right) + \frac{1}{2} E^1 v^n_{i,j,k},
\]

\[
D_{uu}^{i,j\pm 1/2} = D_{uu}^{i,j\pm 1/2} \left( \frac{1}{2} E^1 u^n_{i,j,k} + \frac{1}{2} E^1 u^n_{i,j,k} \right),
\]

The other three terms on the right hand side of (2.1) are analogously defined. We notice that (2.1) is a three-step, semi-implicit linear scheme, with an implicit treatment for \(\nabla h E^2 u^n, \nabla h E^2 v^n\), respectively.

Since three time steps are involved in (2.1), we compute the first time step by the following two-level semi-implicit scheme:

\[
\begin{bmatrix}
u^0_{i,j,k} - u^0_{i,j,k} \\
\end{bmatrix} = \nabla h \left[ D_{uu}^{i,j,k} \left( u^0_{i,j,k}, v^0_{i,j,k} \right) \nabla h u^1_{i,j,k} \right] + \nabla h \left[ D_{uv}^{i,j,k} \left( u^0_{i,j,k}, v^0_{i,j,k} \right) \nabla h v^1_{i,j,k} \right] .
\]

We now discuss the discretization of the boundary conditions (1.4). For simplicity of presentation, we only look at the boundary section where \(x = -l_1\). To implement (2.1), a layer of ghost points, with indices \((-1, j, k),\) has to be introduced. Such ghost points are eliminated by the following equations obtained from central difference approximations of boundary conditions:

\[
\frac{u_{i-1,j,k} - u_{i,j,k}}{2h} = 0 \quad \text{and} \quad \frac{v_{i+1,j,k} - v_{i,j,k}}{2h} = 0.
\]

Analogously, Neumann boundary conditions on the other boundary sections can be imposed in a similar way.

**Remark 2.1.** In this article, we use the vertex-centered finite difference grid, i.e., the physical variables \((u, v)\) are evaluated at the regular grid points \((x, y, z)\). This approach seems more standard to a beginner in numerical analysis. On the other hand, since Neumann boundary conditions have been imposed for the PDE system, a cell-centered finite difference approach, i.e., the approach with the physical variables evaluated at cell-centered mesh points \((x_{i+1/2}, y_{j+1/2}, z_{k+1/2})\), would enjoy more advantages than a vertex-centered one. For instance, a careful Taylor expansion reveals a smaller truncation error for the cell-centered one than the vertex-centered one, although both truncation errors correspond to the same accuracy order. And also, the summation formula for the cell-centered one takes a simpler form than that of the vertex-centered one, in the process of discrete energy estimate.

The cell-centered finite difference approximation has been successfully applied to the Cahn–Hilliard–Hele–Shaw equation in the existing literature [13,14,50], with homogeneous Neumann boundary condition. Its application to various gradient flows, such as phase field crystal, epitaxial thin film growth and functionalized Cahn–Hilliard models, has also been extensively studied in recent years [7,8,15,19–21,24,26,37,41,44,51], etc. All the numerical analyses presented in this article could be naturally extended to the finite difference scheme with cell-centered approximation, and the technical details are left to interested readers.

The main theoretical result of this article is given by the following theorem.

**Theorem 2.1.** For any final time \(T^* > 0\), assume that the exact solution \((U, V)\) to equations (1.1)–(1.2) satisfies the assumption (A2). Denote \(u_{\Delta t,h}, v_{\Delta t,h}\) as the fully discrete numerical solution given by the scheme (2.1). There exist two positive constants \(C_h\) and \(C_r\) such that, when \(h \leq C_h\) and \(\Delta t \leq C_r h\), the following convergence result is valid:
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Lemma 2.2. For any grid functions $\phi$ in 3D, we have the following inverse inequality

$$\|\phi\|_\infty \leq \frac{C}{h^2} \|\phi\|_2,$$

where $C$ is a constant.

Note that the convergence constant in (2.3) also depends on the exact solution as well as $T^*$. Although there have been extensive numerical simulation works for the cross-diffusion system [5,6,10,11,35,39], our proposed scheme (2.1) is the first numerical algorithm to theoretically justify the second order convergence, both in time and space.

2.2. Convergence analysis

To facilitate the numerical analysis, we define the discrete inner products for grid functions. For any pair of grid functions $\phi$ and $\psi$, which are defined at grid points $(x_i, y_j, z_k)$, the discrete $\ell^2$-inner product is given by

$$\langle \phi, \psi \rangle_{x,j,k} = h \left( \frac{1}{2} \phi_{0,j,k} \psi_{0,j,k} + \sum_{i=1}^{N_x-1} \phi_{i,j,k} \psi_{i,j,k} + \frac{1}{2} \phi_{N_x,j,k} \psi_{N_x,j,k} \right),$$

$$\langle \phi, \psi \rangle_{x,y,k} = h \left( \frac{1}{2} \langle \phi, \psi \rangle_{x,0,k} + \sum_{j=1}^{N_y-1} \langle \phi, \psi \rangle_{x,j,k} + \frac{1}{2} \langle \phi, \psi \rangle_{x,N_y,k} \right),$$

$$\langle \phi, \psi \rangle_x = h \left( \frac{1}{2} \langle \phi, \psi \rangle_{0,0} + \sum_{k=1}^{N_z-1} \langle \phi, \psi \rangle_{x,y,k} + \frac{1}{2} \langle \phi, \psi \rangle_{x,N_z} \right).$$

The associated discrete $\ell^2$-norm is given by $\|\phi\|_2 := \sqrt{\langle \phi, \phi \rangle}$. For any pair of grid functions $\eta^x$ and $\mu^x$, which are defined at grid points $(x_{i+1/2}, y_j, z_k)$, the discrete $\ell^2$-inner product along $x$ direction is given by

Analogously, $(\cdot, \cdot)_y$ and $(\cdot, \cdot)_z$ can be defined. For any pair of grid functions $\phi$ and $\psi$ on points $(x_i, y_j, z_k)$, the discrete inner product of gradients is given by

$$(\nabla_h \phi, \nabla_h \psi) := (\delta_x \phi, \delta_x \psi)_x + (\delta_y \phi, \delta_y \psi)_y + (\delta_z \phi, \delta_z \psi)_z.$$

The associated discrete norm is given by $||\nabla_h \phi||_2 := \sqrt{\langle \nabla_h \phi, \nabla_h \phi \rangle}$. A careful application of Taylor expansion reveals that, these discrete $\ell^2$-inner product and $\ell^2$-norm correspond to $O(h^2)$ approximations to the continuous version of the $L^2$-inner product and $L^2$ norm. In addition, we define discrete $\ell^\infty$-norm

$$||\phi||_{\infty} := \max_{i,j,k} |\phi_{i,j,k}|.$$

For the discrete inner products, we have the following two lemmas; see the related references [14,40], etc.

Lemma 2.1. If grid functions $\phi$ and $\psi$ satisfy the homogeneous Neumann boundary condition (1.4) on $\partial \Omega$, we have

$$\langle \nabla_h \cdot \nabla_h \phi, \psi \rangle = - \langle \nabla_h \phi, \nabla_h \psi \rangle.$$

Lemma 2.2. For any grid functions $\phi$ in 3D, we have the following inverse inequality

$$||\phi||_\infty \leq \frac{C^l}{h^2} ||\phi||_2,$$

where $C^l$ is a constant.
where \( c^l \) is a positive coefficient independent of grid size \( h \).

The proof of Lemma 2.2 comes from a straightforward calculation, corresponding to the finite element version of inverse inequalities; we cite this result from an existing work [40], as Lemma 4.5.

Now we proceed into the proof of Theorem 2.1.

**Proof.** Given the exact solution \( U(x, t) \) and \( V(x, t) \) of the problem (1.1), (1.2), and (1.4), it follows from the Taylor expansion at \((x_i, y_j, z_k, t^{n+1/2})\) that

\[
\begin{align*}
\frac{U_{i,j,k}^{n+1} - U_{i,j,k}^n}{\Delta t} &= \nabla_h \cdot \left(D^{uu}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 U_{i,j,k}^n + D^{uv}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 V_{i,j,k}^n + R_{i,j,k}^{U,n+1/2}\right), \\
\frac{V_{i,j,k}^{n+1} - V_{i,j,k}^n}{\Delta t} &= \nabla_h \cdot \left(D^{vv}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 U_{i,j,k}^n + D^{vv}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 V_{i,j,k}^n + R_{i,j,k}^{V,n+1/2}\right),
\end{align*}
\]

(2.4)

where the truncation errors are given by

\[
\begin{align*}
R_{i,j,k}^{U,n+1/2} &= \Delta t^2 f_{i,j,k}^{U,n+1/2} + h^2 g_{i,j,k}^{U,n+1/2}, \\
R_{i,j,k}^{V,n+1/2} &= \Delta t^2 f_{i,j,k}^{V,n+1/2} + h^2 g_{i,j,k}^{V,n+1/2},
\end{align*}
\]

(2.5)

with \( f_{i,j,k}^{U,n+1/2}, f_{i,j,k}^{V,n+1/2}, g_{i,j,k}^{U,n+1/2}, \) and \( g_{i,j,k}^{V,n+1/2} \) associated with certain high order derivatives of exact solutions \( U \) and \( V \).

The error functions are defined over the grid points:

\[
\begin{align*}
\frac{\tilde{u}_{i,j,k}^{n+1} - \tilde{u}_{i,j,k}^n}{\Delta t} &= \nabla_h \cdot \left(D^{uu}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 \tilde{u}_{i,j,k}^n + D^{uv}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 \tilde{v}_{i,j,k}^n\right) \\
&+ \nabla_h \cdot \left(D^{vv}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 \tilde{v}_{i,j,k}^n\right) + R_{i,j,k}^{U,n+1/2}, \\
\frac{\tilde{v}_{i,j,k}^{n+1} - \tilde{v}_{i,j,k}^n}{\Delta t} &= \nabla_h \cdot \left(D^{uu}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 \tilde{u}_{i,j,k}^n\right) \\
&+ \nabla_h \cdot \left(D^{vv}(E^1 U_{i,j,k}^n, E^1 V_{i,j,k}^n) \nabla_h E^2 \tilde{v}_{i,j,k}^n\right) + R_{i,j,k}^{V,n+1/2},
\end{align*}
\]

(2.6)

Here the coefficients are given by

\[
\begin{align*}
D_{1u}^{uu} &= a_u D^{uu}(E^1 u_{i,j,k}^n, E^1 u_{i,j,k}^n), \\
D_{2u}^{uu} &= a_u D^{uu}(E^1 u_{i,j,k}^n, E^1 u_{i,j,k}^n), \\
D_{1u}^{uv} &= a_v D^{uv}(E^1 u_{i,j,k}^n, E^1 v_{i,j,k}^n), \\
D_{2v}^{uv} &= a_v D^{uv}(E^1 v_{i,j,k}^n, E^1 v_{i,j,k}^n), \\
D_{1v}^{vv} &= a_u D^{vv}(E^1 v_{i,j,k}^n, E^1 v_{i,j,k}^n), \\
D_{2v}^{vv} &= a_u D^{vv}(E^1 v_{i,j,k}^n, E^1 v_{i,j,k}^n),
\end{align*}
\]
\[ D^n_y = \partial_u D^{yu}(E^1 \xi_{ij,k}^{s_1, s_2}, E^1 \eta_{ij,k}^{s_1, s_2}), D^n_y = \partial_v D^{yu}(E^1 \xi_{ij,k}^{s_1, s_2}, E^1 \eta_{ij,k}^{s_1, s_2}), \]

\[ D^n_y = \partial_u D^{yy}(E^1 \xi_{ij,k}^{s_1, s_2}, E^1 \eta_{ij,k}^{s_1, s_2}), D^n_y = \partial_v D^{yy}(E^1 \xi_{ij,k}^{s_1, s_2}, E^1 \eta_{ij,k}^{s_1, s_2}), \]

where \( \xi_{ij,k}^{s_1, s_2} \) (for \( s_1, s_2 = u \) or \( v \)) are numbers between \( U_{i,j,k}^n \) and \( u_{i,j,k}^n \), and \( \eta_{ij,k}^{s_1, s_2} \) (for \( s_1, s_2 = u \) or \( v \)) are numbers between \( V_{i,j,k}^n \) and \( v_{i,j,k}^n \) respectively.

An unconditional \( \ell^{\infty}(0, T^*; \ell^2) \) stability estimate for the numerical scheme (2.1) could be derived via its inner product with \( E^2 \tilde{u}^n, E^2 \tilde{v}^n \), respectively, under certain appropriate assumptions on the diffusion coefficient matrix. On the other hand, such an \( \ell^{\infty}(0, T^*; \ell^2) \) bound for the numerical solution is not sufficient to go through the convergence analysis for the nonlinear equations. A more careful estimate reveals that, an \( \ell^{\infty}(0, T^*; \ell^\infty) \) bound for the numerical solution is needed in the \( \ell^{\infty}(0, T^*; \ell^2) \cap \ell^2(0, T^*; H^1) \) error estimate. To conduct a linearized stability analysis, we make the following numerical error assumptions at time steps \( t^n \) and \( t^{n-1} \):

\[
\|\tilde{u}^n\|_\infty \leq 1, \|\tilde{u}^{n-1}\|_\infty \leq 1, \|\tilde{v}^n\|_\infty \leq 1, \|\tilde{v}^{n-1}\|_\infty \leq 1. \tag{2.7}
\]

As a result, it follows from the regularity assumption (A2) that

\[
\|u^n\|_{\infty} = \|U^n - \tilde{u}^n\|_{\infty} \leq \|U^n\|_{\infty} + \|\tilde{u}^n\|_{\infty} \leq C^* + 1,
\]

\[
\|u^{n-1}\|_{\infty} = \|U^{n-1} - \tilde{u}^{n-1}\|_{\infty} \leq \|U^{n-1}\|_{\infty} + \|\tilde{u}^{n-1}\|_{\infty} \leq C^* + 1,
\]

\[
\|v^n\|_{\infty} = \|V^n - \tilde{v}^n\|_{\infty} \leq \|V^n\|_{\infty} + \|\tilde{v}^n\|_{\infty} \leq C^* + 1,
\]

\[
\|v^{n-1}\|_{\infty} = \|V^{n-1} - \tilde{v}^{n-1}\|_{\infty} \leq \|V^{n-1}\|_{\infty} + \|\tilde{v}^{n-1}\|_{\infty} \leq C^* + 1,
\]

where \( C^* \) comes from the regularity of the exact solutions \( U \) and \( V \).

Taking a discrete \( \ell^2 \) inner product of the first equation of (2.6) with \( E^2 \tilde{u}^n \), we have

\[
\frac{\langle T^{n+1} - \tilde{u}^n \rangle}{\Delta t}, E^2 \tilde{u}^n = \langle \nabla_h \cdot \left[ D^{uu}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{u}^n \right], E^2 \tilde{u}^n \rangle
\]

\[
+ \langle \nabla_h \cdot \left[ (D_1^{uu} E^1 \tilde{u}^n + D_2^{uu} E^1 \tilde{v}^n) \nabla_h E^2 U^n \right], E^2 \tilde{u}^n \rangle
\]

\[
+ \langle \nabla_h \cdot \left[ D^{uv} (E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{v}^n \right], E^2 \tilde{u}^n \rangle
\]

\[
+ \langle \nabla_h \cdot \left[ (D_1^{uv} E^1 \tilde{u}^n + D_2^{uv} E^1 \tilde{v}^n) \nabla_h E^2 V^n \right], E^2 \tilde{u}^n \rangle + \langle R^{U,n+1/2}, E^2 \tilde{u}^n \rangle.
\]

The first term could be estimated as follows:

\[
\geq \left( \frac{1}{2} \|\tilde{u}^{n+1}\|_2^2 + \frac{1}{8} \|\tilde{u}^{n+1} - \tilde{u}^n\|_2^2 \right) - \left( \frac{1}{2} \|\tilde{v}^{n+1}\|_2^2 + \frac{1}{8} \|\tilde{v}^{n+1} - \tilde{v}^{n-1}\|_2^2 \right),
\]

where we have used Cauchy’s inequality in the last step. For the terms associated with the nonlinear error terms, an application of the Lemma 2.1 yields

\[
\langle \nabla_h \cdot \left[ D^{uu}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{u}^n \right], E^2 \tilde{u}^n \rangle + \langle \nabla_h \cdot \left[ D^{uv}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{v}^n \right], E^2 \tilde{u}^n \rangle
\]

\[
= - \langle D^{uu}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{u}^n + D^{uv}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{v}^n, \nabla_h E^2 \tilde{u}^n \rangle,
\]

and

\[
\langle \nabla_h \cdot D_1^{uu} E^1 u^n + D_2^{uu} E^1 v^n \nabla_h E^2 U^n, E^2 u^n \rangle
\]

\[
= - \left( D_1^{uu} E^1 u^n + D_2^{uu} E^1 v^n \nabla_h E^2 U^n, \nabla_h E^2 u^n \right)
\]

\[
< C_{uf} \left( E^1 u^n \cdot E^2 U^n \right) + \|F \|_2 \|\nabla \|_2.
\]
\[
\begin{align*}
\text{where the constant } C_{uv} \text{ is related to } \tilde{C} \text{ and } \|U\|_{L^\infty([0,T];W^{1,\infty})}, \text{ and } d^u \text{ is the lower bound of the function } D^{uv} \text{ and } D^{vu} / 2, \text{ cf. the assumption (A3). Also notice that we have used the assumption (2.7) in the first inequality. Similarly, we have}

\begin{align*}
\langle \nabla_h \cdot \left( (D^{uv} E^1 \tilde{u}^n + D_2^{uv} E^1 \tilde{v}^n) \nabla_h E^2 \tilde{v}^n \right), E^2 \tilde{u}^n \rangle \\
= - \langle \left( (D^{uv} E^1 \tilde{u}^n + D_2^{uv} E^1 \tilde{v}^n) \nabla_h E^2 \tilde{v}^n, \nabla_h E^2 \tilde{u}^n \right), E^2 \tilde{u}^n \rangle \\
\leq C_{uv} \left( \| E^1 \tilde{u}^n \|_2 \| \nabla_h E^2 \tilde{u}^n \|_2 + \| E^1 \tilde{v}^n \|_2 \| \nabla_h E^2 \tilde{u}^n \|_2 \right) \\
\leq \frac{d^u}{8} \| \nabla_h E^2 \tilde{u}^n \|_2^2 + \frac{2 C_{uv}^2}{d^u} \| E^1 \tilde{u}^n \|_2^2 + \frac{d^u}{8} \| \nabla_h E^2 \tilde{u}^n \|_2^2 + \frac{2 C_{uv}^2}{d^u} \| E^1 \tilde{v}^n \|_2^2,
\end{align*}
\]

where the constant } C_{uv} \text{ is related to } \tilde{C} \text{ and } \|V\|_{L^\infty([0,T];W^{1,\infty})}. \text{ Again, we have used the assumption (2.7) in the first inequality. By the truncation error expansion (2.5), we get}

\[
\begin{align*}
\langle R^{U,n+1/2}, E^2 \tilde{u}^n \rangle & \leq \| E^2 \tilde{u}^n \|_2 + \frac{1}{4} \Delta t^2 f^{U,n+1/2} + h^2 g^{U,n+1/2} \| E^2 \tilde{u}^n \|_2 \\
& \leq \| E^2 \tilde{u}^n \|_2 + C_R^U \left( \Delta t^4 + h^4 \right),
\end{align*}
\]

where } C_R^U \text{ is a constant related to } \| f \|_{U^{1,n+1/2}} \text{ and } \| g \|_{U^{1,n+1/2}}. \text{ Combining all the estimates above, we arrive at}

\[
\begin{align*}
\left( \frac{1}{2} \| \tilde{u}^{n+1} \|_2 + \frac{1}{8} \| \tilde{u}^{n+1} - \tilde{u}^n \|_2 \right) - \left( \frac{1}{2} \| \tilde{u}^n \|_2 + \frac{1}{8} \| \tilde{u}^n - \tilde{u}^{n-1} \|_2 \right) \\
\leq - \Delta t \left( D^{uu}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{u}^n + D^{uv}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{v}^n, \nabla_h E^2 \tilde{u}^n \right) \\
+ \Delta t \frac{d^u}{2} \| \nabla_h E^2 \tilde{u}^n \|_2^2 + 2 \Delta t \left( \frac{C_{uu}^2 + C_{uv}^2}{d^u} \right) \left( \| E^2 \tilde{u}^n \|_2^2 + \| E^2 \tilde{v}^n \|_2^2 \right) + \Delta t \| E^2 \tilde{u}^n \|_2^2 \\
+ \Delta t C_R^U \left( \Delta t^4 + h^4 \right) \right) \\
\right) \left( \frac{1}{2} \| \tilde{v}^{n+1} \|_2 + \frac{1}{8} \| \tilde{v}^{n+1} - \tilde{v}^n \|_2 \right) - \left( \frac{1}{2} \| \tilde{v}^n \|_2 + \frac{1}{8} \| \tilde{v}^n - \tilde{v}^{n-1} \|_2 \right) \\
\leq - \Delta t \left( D^{vv}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{v}^n + D^{uv}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{v}^n, \nabla_h E^2 \tilde{v}^n \right) \\
+ \Delta t \frac{d^v}{2} \| \nabla_h E^2 \tilde{v}^n \|_2^2 + 2 \Delta t \left( \frac{C_{uv}^2 + C_{vv}^2}{d^v} \right) \left( \| E^2 \tilde{u}^n \|_2^2 + \| E^2 \tilde{v}^n \|_2^2 \right) + \Delta t \| E^2 \tilde{v}^n \|_2^2
\end{align*}
\]

Similarly, it follows from the second equation of (2.6) that

\[
\begin{align*}
\left( \frac{1}{2} \| \tilde{u}^{n+1} \|_2 + \frac{1}{8} \| \tilde{u}^{n+1} - \tilde{u}^n \|_2 \right) - \left( \frac{1}{2} \| \tilde{u}^n \|_2 + \frac{1}{8} \| \tilde{u}^n - \tilde{u}^{n-1} \|_2 \right) \\
\leq - \Delta t \left( D^{uv}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{u}^n + D^{vv}(E^1 u^n, E^1 v^n) \nabla_h E^2 \tilde{v}^n, \nabla_h E^2 \tilde{v}^n \right) \\
+ \Delta t \frac{d^u}{2} \| \nabla_h E^2 \tilde{u}^n \|_2^2 + 2 \Delta t \left( \frac{C_{uv}^2 + C_{vv}^2}{d^v} \right) \left( \| E^1 \tilde{u}^n \|_2^2 + \| E^1 \tilde{v}^n \|_2^2 \right) + \Delta t \| E^2 \tilde{v}^n \|_2^2
\end{align*}
\]
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\[ +2\Delta t \left( \frac{C_{u0} + C_{v0}}{d_u} + \frac{C_{u0} + C_{v0}}{d_v} \right) \left( \|E^{1u}u_n\|^2 + \|E^{1v}v_n\|^2 \right) + \Delta t \left( \frac{C^R + C^R_g}{d_u} \right) (\Delta t^d + h^4) \]
\[ \leq -\frac{\Delta t}{2} \left( \frac{d_u \|\nabla_h E^{2u}u_n\|^2 + d_v \|\nabla_h E^{2v}v_n\|^2}{2} \right) + \Delta t \left( \|E^{2u}u_n\|^2 + \|E^{2v}v_n\|^2 \right) \]
\[ +2\Delta t \left( \frac{C_{u0} + C_{v0}}{d_u} + \frac{C_{u0} + C_{v0}}{d_v} \right) \left( \|E^{1u}u_n\|^2 + \|E^{1v}v_n\|^2 \right) + \Delta t \left( C^R + C^R_g \right) (\Delta t^d + h^4) \]
\[ \leq -\frac{3}{16} \Delta t \left( \frac{d_u \|\nabla_h u_n^{n+1}\|^2 + d_v \|\nabla_h v_n^{n+1}\|^2}{2} \right) + \frac{1}{16} \Delta t \left( \frac{d_u \|\nabla_h u_n^{n-1}\|^2 + d_v \|\nabla_h v_n^{n-1}\|^2}{2} \right) \]
\[ + \Delta t \tilde{C}_u \left( \|u_n^{n+1}\|^2 + \|v_n^{n+1}\|^2 + \|u_n^{n-1}\|^2 + \|v_n^{n-1}\|^2 \right) + \Delta t \tilde{C}_v \left( \|u_n^{n+1}\|^2 + \|v_n^{n+1}\|^2 + \|u_n^{n-1}\|^2 + \|v_n^{n-1}\|^2 \right) \]
\[ + \Delta t \left( C^R + C^R_g \right) (\Delta t^d + h^4) , \]

where the constants \( \tilde{C}_u = \max \left\{ \frac{3}{4}, \frac{6C_{u0}^2 + 6C_{v0}^2}{4}, \frac{1}{4} + \frac{2C_{u0} + 2C_{v0}}{d_u} \frac{\xi}{\delta} \right\} \) and \( \tilde{C}_v = \max \left\{ \frac{3}{4}, \frac{6C_{u0}^2 + 6C_{v0}^2}{4}, \frac{1}{4} + \frac{2C_{u0} + 2C_{v0}}{d_v} \frac{\xi}{\delta} \right\} \). Here we used the assumption (A3) for diffusion coefficients in the first inequality. A summation in time gives

\[ \|u_n^{n+1}\|^2 + \frac{1}{4} \Delta t d_u \sum_{k=2}^{n+1} \|\nabla_h u_n^{k}\|^2 + \|v_n^{n+1}\|^2 + \frac{1}{4} \Delta t d_v \sum_{k=2}^{n+1} \|\nabla_h v_n^{k}\|^2 \]
\[ \leq \frac{1}{8} \Delta t d_u \sum_{k=2}^{n+1} \|\nabla_h u_n^{k}\|^2 + \frac{5}{4} \|\nabla_h u_n^{1}\|^2 + 6 \Delta t \tilde{C}_u \sum_{k=1}^{n+1} \|\nabla_h u_n^{k}\|^2 + \frac{1}{8} \Delta t d_v \sum_{k=2}^{n+1} \|\nabla_h v_n^{k}\|^2 + \frac{5}{4} \|\nabla_h v_n^{1}\|^2 + 6 \Delta t \tilde{C}_v \sum_{k=1}^{n+1} \|\nabla_h v_n^{k}\|^2 \]
\[ + 2n \Delta t \left( C^R + C^R_g \right) (\Delta t^d + h^4) , \]

where the fact that \( \tilde{u}_0 = 0 \) and \( \tilde{v}_0 = 0 \) have been used. From the estimates of the error functions at the first time step, cf. Appendix A, we have

\[ \|u_n^{n+1}\|^2 + \frac{1}{4} \Delta t d_u \sum_{k=2}^{n+1} \|\nabla_h u_n^{k}\|^2 + \|v_n^{n+1}\|^2 + \frac{1}{4} \Delta t d_v \sum_{k=2}^{n+1} \|\nabla_h v_n^{k}\|^2 \]
\[ \leq 6 \Delta t \tilde{C}_u \sum_{k=1}^{n+1} \|\nabla_h u_n^{k}\|^2 + 6 \Delta t \tilde{C}_v \sum_{k=1}^{n+1} \|\nabla_h v_n^{k}\|^2 + \frac{1}{4} \tilde{C}_R \left( \Delta t^d + h^4 \right) . \]

where \( \tilde{C}_R = 8T \left( C^R + C^R_g \right) + \frac{\xi}{\delta} \tilde{C}_r \). By assuming that \( \Delta t \leq \min \left\{ \frac{\xi^{-1}}{8}, \frac{\xi^{-1}}{\delta} \right\} \), we have

\[ \|u_n^{n+1}\|^2 + \Delta t d_u \sum_{k=2}^{n+1} \|\nabla_h u_n^{k}\|^2 + \|v_n^{n+1}\|^2 + \Delta t d_v \sum_{k=2}^{n+1} \|\nabla_h v_n^{k}\|^2 \]
\[ \leq 24 \Delta t \tilde{C}_u \sum_{k=1}^{n} \|\nabla_h u_n^{k}\|^2 + 24 \Delta t \tilde{C}_v \sum_{k=1}^{n} \|\nabla_h v_n^{k}\|^2 + \tilde{C}_R \left( \Delta t^d + h^4 \right) . \]

An application of the discrete Gronwall inequality implies a numerical convergence in \( \ell^\infty(0, T; \ell^2) \cap \ell^2(0, T; H_0^1) \):

\[ \tilde{C} = 24 \max \left\{ \tilde{C}_u, \tilde{C}_v \right\} . \]

It follows that

\[ \|u_n^{n+1}\|^2 + \sqrt{\Delta t} \sum_{k=2}^{n+1} \|\nabla_h u_n^{k}\|^2 \leq C \Delta t^2 + h^2 . \]
where \( C = 2\sqrt{\frac{3}{2}} \). By Lemma 2.2, we have
\[
\|\mathbf{u}^{n+1}\|_\infty + \|\mathbf{v}^{n+1}\|_\infty \leq C^l \left( \|\mathbf{u}^n\|_2 + \|\mathbf{v}^n\|_2 \right) \leq C^l C \left( \frac{\Delta t^2 + h^2}{h^2} \right).
\]

By assuming \( \Delta t \leq C_1 h \) with \( C_1 \) being a positive constant, we have the a-priori assumption (2.7) valid at time step \( t^{n+1} \), i.e.,
\[
\|\mathbf{u}^{n+1}\|_\infty + \|\mathbf{v}^{n+1}\|_\infty \leq C^l C \left( C^2_1 + 1 \right) \sqrt{\frac{\Delta t^2}{h^2}} \leq 1
\]
for \( h \leq C_h \), with the constant \( C_h = \left[ C^l C \left( C^2_1 + 1 \right) \right]^{-1} \). The restriction on time step can be summarized as \( \Delta t < C_1 h \) with \( C_1 = \min\{C_1, \frac{1}{\sqrt{\Delta t}}. C^2_1 \}. \) Therefore, an induction for the assumption (2.7) can be applied. This completes the proof of Theorem 2.1. \( \square \)

**Remark 2.2.** An \( \ell^\infty \) bound for the numerical solution is needed in the \( \ell^\infty (0, T; \ell^2 \cap \ell^2 (0, T; H^1_0)) \) error estimate. Meanwhile, such an \( \ell^\infty \) bound is not directly available for the numerical solution. To overcome such an essential difficulty, we make an a-priori assumption (2.7) for the numerical solution at the previous time steps, and recover such an a-priori assumption via the convergence estimate at the next time step.

**Remark 2.3.** In the numerical scheme (2.1), a modified version of Adams–Moulton interpolation formula, with coefficients \((3/4, 0, 1/4)\) at \( t^{n+1}, t^n \), respectively, is applied to the diffusion term. In comparison with the standard Crank–Nicolson approximation, an extra weight has been placed on the implicit time level. This treatment leads to a much improved stability property than the Crank–Nicolson one. In our numerical analysis, the extra weight on implicit time level plays a key role in the \( \ell^2 (0, T; H^1_0) \) error estimate. In comparison, if the standard Crank–Nicolson scheme is used, a theoretical justification of the analysis will fail to control the terms arising from the linearization process.

Such an improved stability property for the modified \((3/4, 0, 1/4)\) Adams–Moulton interpolation formula has been reported for the Cahn–Hilliard and other related gradient flows; see the related works [13,17,18,24], etc.

### 3. Numerical tests and applications

#### 3.1. Convergence test

To test the convergence, we apply the numerical scheme to solve the diffusion equations:
\[
\begin{align*}
\mathbf{u}_t &= \nabla \cdot \left[ D^{uu}(u, v) \nabla u + D^{uv}(u, v) \nabla v \right] + f^u, \\
\mathbf{v}_t &= \nabla \cdot \left[ D^{vu}(u, v) \nabla u + D^{vv}(u, v) \nabla v \right] + f^v,
\end{align*}
\]
with Neumann boundary conditions (1.4). The concentration-dependent diffusion coefficients are given by
\[
D^{uu}(u, v) = D^{vv}(u, v) = u^2 + v^2 + 1 \quad \text{and} \quad D^{uv}(u, v) = D^{vu}(u, v) = u^2 + v^2.
\]

Initial conditions and source terms \( f^u \) and \( f^v \) are computed with known exact solutions
\[
\begin{align*}
&u = e^{-t/2} \cos \left( \frac{2\pi}{L_x} x - \pi \right) \cos \left( \frac{2\pi}{L_y} y - \pi \right) \cos \left( \frac{2\pi}{L_z} z - \pi \right), \\
v = e^{-t/2} \cos \left( \frac{4\pi}{L_x} x - 2\pi \right) \cos \left( \frac{2\pi}{L_y} y - \pi \right) \cos \left( \frac{2\pi}{L_z} z - \pi \right).
\end{align*}
\]

Note that the diffusion coefficients satisfy the assumptions listed in (A1). The numerical solutions are compared with exact solutions in the norms of \( l^2 \) and \( l^\infty \). We take \( \Delta t = h/10 \) and simulate the problem up to time \( T = 0.5 \). The linear system resulting from the discretization is solved by the algebraic multigrid (AMG) method. Table 1 displays errors and computational orders for various spatial and temporal step sizes. It is clearly demonstrated that numerical errors decrease as the mesh refines, and that the numerical scheme is convergent with a second-order accuracy in both \( l^2 \) and \( l^\infty \) norms.

**Table 1**

<table>
<thead>
<tr>
<th>( h )</th>
<th>( e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>0.05</td>
<td>0.005</td>
</tr>
<tr>
<td>0.025</td>
<td>0.0025</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Grid size</th>
<th>20 × 20 × 20</th>
<th>40 × 40 × 40</th>
<th>80 × 80 × 80</th>
<th>160 × 160 × 160</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P^∞ )-Error</td>
<td>1.8E-2</td>
<td>4.42E-3</td>
<td>1.10E-3</td>
<td>2.84E-4</td>
</tr>
<tr>
<td>Order (( P^∞ ))</td>
<td>2.04</td>
<td>2.01</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td>( P^3 )-Error</td>
<td>1.99E-2</td>
<td>4.54E-3</td>
<td>1.09E-3</td>
<td>2.68E-4</td>
</tr>
<tr>
<td>Order (( P^3 ))</td>
<td>2.13</td>
<td>2.06</td>
<td>2.02</td>
<td></td>
</tr>
</tbody>
</table>

Table 2
Convergence results of the scheme with diffusion terms discretized by the Crank–Nicolson method at \( T = 0.5 \), using \( \Delta t = \frac{h}{10} \).

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>20 × 20 × 20</th>
<th>40 × 40 × 40</th>
<th>80 × 80 × 80</th>
<th>160 × 160 × 160</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P^∞ )-Error</td>
<td>4.60E-2</td>
<td>4.43E-3</td>
<td>1.09E-3</td>
<td>2.84E-4</td>
</tr>
<tr>
<td>Order (( P^∞ ))</td>
<td>3.38</td>
<td>2.02</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>( P^3 )-Error</td>
<td>2.03E-2</td>
<td>4.55E-3</td>
<td>1.09E-3</td>
<td>2.68E-4</td>
</tr>
<tr>
<td>Order (( P^3 ))</td>
<td>2.16</td>
<td>2.06</td>
<td>2.02</td>
<td></td>
</tr>
</tbody>
</table>

here numerically compare the accuracy of the proposed scheme and the scheme with diffusion terms discretized by the standard Crank–Nicolson method. We choose time step sizes \( \Delta t = \frac{h}{10} \), which is stable for both schemes. Comparing the errors and convergence orders listed in Tables 1 and 2, one finds that our scheme is more accurate with a coarse computational mesh, but the accuracy, as well as the convergence order, becomes indistinguishable for both schemes, as the mesh refines. The results demonstrate that, apart from better time-stepping stability, the treatment with a modified version of the Adams–Moulton interpolation formula is as accurate as the standard Crank–Nicolson method.

3.2. Applications

The diffusion equations of aluminum in pure iron was proposed in the work [16]; however, constant diffusion coefficients over entire concentration ranges do not apply well to the Al–Fe system [25,33]. To improve, diffusion equations with concentration-dependent diffusion coefficients were proposed to analyze the kinetics of aluminization process [32]. Nevertheless, there are still some discrepancies between the calculated concentration and the experimental data at the Al-rich intermetallic layer, because a third element (Cr) is not explicitly considered in the equations [49]. In the following sections, we apply the proposed numerical scheme to study the phase formation and evolution of chemical compositions in the annealing reaction of a ternary system.

We simulate a high-temperature annealing of alternatively stacked metal layers that consist of Al and stainless steel (SS) foils. We focus on the concentration of elements Al and Ni, and treat other elements in the stainless steel, such as Fe and Cr, as the diffusion background. We take \( \mu m \) and \( \text{hour} \) as the characteristic length scale and time scale, respectively. We rescale all the concentrations to a characteristic concentration value corresponding to one unit atom percent (at.\%) of Fe in the system [49]. Given the symmetry of laminate structures, we choose a computational domain \([-150, 150] \times [-40.5, 40.5] \times [-40.5, 40.5] (\mu m)\), in which the left half represents the SS region and the right half represents the Al region. We assume an ideal initial condition that the concentration of Al is 100 at.% in the Al layer and is 0 at.% in the stainless steel layer, and the concentration of Ni is 0 at.% in the Al layer and is 30 at.% in the stainless steel layer. There are sharp jumps of the concentrations across the interface \( x = 0 \), cf. the initial concentration profile in Fig. 2. The concentration-dependent diffusion coefficients are extracted from experimental results reported in the literature [25], Interpolation and extrapolation schemes are used to compute the diffusion coefficients that are not directly available.

3.2.1. Evolution of microstructure

In this case, we focus on the evolution of the microstructure of intermetallic layers during an annealing process. Fig. 2 shows the concentrations of Al and Ni at time \( T = 0, 1, 2, 3, 4, 5, \) and 6 hours, reproducing the formation of the Al-rich layer and Ni-rich layer. Initially, the domains \( x < 0 \) and \( x > 0 \) represent the SS layer and Al foil, respectively. As time evolves, the concentrations of Al and Ni develop sharp jumps, and two intermetallic layers, i.e., the inward growth and outward growth layers, begin to form on each side of the SS/intermetallic interface. The inward growth layer presents on the right side of the SS/intermetallic interface with a faster growing speed, while the outward growth layer forms on the left side of the interface and grows into the SS layer a bit slower. This indicates that the diffusion of heavier elements (Fe and Ni) from the SS layer toward the Al side contributes more to the growth of the intermetallic layers. Such a formation pattern agrees with experimental studies reported before [47,49].

The intermetallic layers formed during the annealing can be separated into two parts, based on the percentage of chemical composition of Al in the concentration profiles shown in Fig. 2. One part that contains Al from 100 at.% to 60 at.% is called an Al-rich layer. There are two stages in such an Al-rich layer. The first stage, from 100 at.% Al to 80 at.% Al, corre-
3.2.2. Growth kinetics

As depicted in Fig. 2, an Al-rich layer and Ni-rich layer form during the annealing process. The growth of intermetallic layers are mainly driven by the diffusion of heavy elements, such as Fe and Ni, to the Al layer. To further characterize the growth kinetics of each layer, we study the change of the width of each layer with respect to time evolution. It is well known that, at a given temperature, there is an empirical relationship between the width of a diffusion layer and diffusion time:

$$\Delta x = kt^n,$$

i.e.,

$$\ln \Delta x = n \ln t + \ln k,$$

where $\Delta x$ is the width of the reaction layer, $k$ is the rate constant, $t$ is the elapsed diffusion time, and $n$ is the kinetic exponent.
The width of each layer is determined by end points where the concentration has sharp changes, cf. Fig. 2. The log–log plot of the width of intermetallic layers against annealing time is displayed in Fig. 3 (Left). The discrete data (shown in stars and diamonds) are measured from concentration profiles, and the dash lines are linear fits of the discrete data. The kinetic exponent of Ni-rich layer and Al-rich layer are both 0.5, close to indicating the rate controlling process for growth of layers is governed by lattice diffusion.

Fig. 3. Left: The log–log plot of the width of intermetallic layers against annealing time. Right: Estimate of rate constant from the dependence of the width of intermetallic layers on annealing time.

Fig. 4. The ternary phase diagram for the Al–Fe–Ni system and diffusion paths. The diffusion path measured from experiments is presented for comparison.
0.47 μm/s, and that of Ni-rich layer is about 0.35 μm/s. The results are in the same magnitude as the rate constants reported in previous studies on intermetallic annealing reactions [16,27,49].

3.2.3. Ternary phase diagram

To reveal the distribution of concentrations of different elements in a ternary system, it is efficient and helpful to present a diffusion path of different chemical compositions across an intermetallic layer during the annealing process. As displayed in Fig. 4, we sketch a diffusion path in a ternary phase diagram based on our numerical results. For comparison, we also show a measured diffusion path from experimental data [46]. Two diffusion paths both connect two endpoints, corresponding to the Al layer and the SS layer. In the low-Al region, the numerically calculated diffusion path agrees perfectly with numerical calculations. Overall, our numerical results demonstrate that numerical simulations can effectively capture the diffusion path in the formation process of intermetallic layers in a ternary system.

3.2.4. Layer interface morphology

In real applications, the initial interface between the Al layer and SS layer usually has noises of a small magnitude, rather than a perfect plane. It has been reported that the growth of intermetallic layer begins with nodules initially formed at the interface and proceeds to grow into a continuous layer [47,49]. The noisy interface plays a crucial role in the generation of the nodules. In this case, we study the effect of a noisy interface on the evolution of the interface morphology in the initial stage. In our 3D simulations, we cover the computational domain with a grid size of 400 × 108 × 108, and randomly perturb the initial interface with an amplitude of 2 μm.

We identify three layer interfaces that are between each two of the SS layer, Ni-rich layer, Al-rich layer, and Al layer, by locating the positions where the concentrations of Al have sharp changes. Such three layers are labeled as “Layer 1”, “Layer 2”, and “Layer 3”, in the following contents. Fig. 5 shows the evolution of the morphology of three interfaces in initial stages. Since the initial interface is randomly perturbed, we can see noisy interfaces in the first column of the figure. Later,
the noisy interfaces develop small islands due to the diffusion with concentration-dependent diffusion coefficients. As mentioned above, these islands are reminiscent of intermetallic nodules observed in the experiments [47,49]. As time evolves, the islands are gradually smoothed to flat surfaces by the diffusion. We observe that the Layer 3 is smoothed much faster than the Layer 1 because of larger diffusion coefficients in the environment of high Al concentrations. All of these computational results qualitatively reproduce the morphology of layer interfaces in the formation of the metal–intermetallic-laminate composites.

4. Conclusions

Metal–intermetallic-laminate (MIL) composites are fabricated to improve physical and mechanical performances of metal materials by high-temperature annealing reactions. A cross-diffusion system with concentration-dependent diffusion coefficients have been proposed to describe such as annealing reactions in a ternary system. We have proposed a second-order accurate numerical scheme, both in time and space discretization, for the cross-diffusion system. We have performed a detailed numerical analysis to confirm its stability and second-order accuracy. The accuracy has also been further verified by experiments. The growth kinetics of such two layers have been systematically characterized by finding the rate constant and kinetic exponent of the diffusion reaction. Further analysis on the diffusion paths, displayed in a ternary phase diagram, has shown that the simulations are in a reasonable agreement with experimental data. In addition, we have investigated the evolution of interface morphology of the two layers, by starting from a randomly perturbed initial interface between the Al layer and stainless steel layer. Overall, comparison of our simulation results with the experimental data has demonstrated the robustness and effectiveness of our proposed numerical scheme in predicting the annealing process of a ternary system.

We now discuss several issues and possible further improvements of our approach. In the numerical simulation of the annealing process, the diffusion coefficients, as functions of two concentrations, should be provided before numerical calculations. However, the diffusion coefficients, measured by experimental techniques, are only available for certain concentrations of Al and Ni. In our current treatment, we obtain the diffusion coefficients by interpolations, which may affect the accuracy of numerical predictions. It is desirable that experimental studies can provide better resolution of the diffusion coefficients when they have large variations with respect to concentrations.

As solutions to a ternary cross-diffusion system, the concentrations of diffusion metal elements should be nonnegative. Our numerical analysis has shown that our numerical scheme is stable and convergent, but the numerical solutions have not been rigorously proved to respect the property of nonnegativity. One of the difficulties in proving nonnegativity is the matrix of the linear system after discretization, whose eigenvalues are hard to estimate. Furthermore, the cross diffusion terms contribute to matrix entries that are far away from the diagonal, making iterative solvers much less efficient. To address these issues, numerical schemes based on time-splitting methods will be one of our future works. Corresponding numerical analysis on the stability, convergence, and nonnegativity is also needed.

In this work, we have applied our numerical scheme to an Al–Fe–Ni system, and reproduce many details in the annealing process of MIL composites. As a matter of fact, it can be directly applied to any ternary reaction system, such as an Al–Fe–Cr system. With further refinements on diffusion coefficients, our numerical approach is expected to be a reliable, useful tool in the commercial design and production of MIL composites.
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Appendix A

A.1. Estimate of the first time step

Given the exact solution $U(x, t)$ and $V(x, t)$ of the problem (1.1) to (1.4), it follows from the Taylor expansion at $(x_i, y_j, z_k, \Delta t)$ that

$\begin{align*}
1 & \quad 0 \\
\vdots & \quad \ddots \\
0 & \quad \ldots & \quad 1
\end{align*}$
\[
\frac{d u_{i,j,k}}{d t} = \nabla_t \left[ D^{uu}(U^0_{i,j,k}, V^0_{i,j,k}) \nabla_h \tilde{u}_{i,j,k} + D^{uv}(U^0_{i,j,k}, V^0_{i,j,k}) \nabla_h \tilde{v}_{i,j,k} + \tau^u_{i,j,k} \right],
\]
\[
\frac{d v_{i,j,k}}{d t} = \nabla_t \left[ D^{uv}(U^0_{i,j,k}, V^0_{i,j,k}) \nabla_h \tilde{u}_{i,j,k} + D^{vv}(U^0_{i,j,k}, V^0_{i,j,k}) \nabla_h \tilde{v}_{i,j,k} + \tau^v_{i,j,k} \right],
\]
where the truncation errors satisfy
\[
\tau^u_{i,j,k} = C^u_t \left( \Delta t + h^2 \right) \quad \text{and} \quad \tau^v_{i,j,k} = C^v_t \left( \Delta t + h^2 \right),
\]
for \( i = 1, \ldots, N_x - 1; \quad j = 1, \ldots, N_y - 1; \quad k = 1, \ldots, N_z - 1 \). Here \( C^u_t \) and \( C^v_t \) are associated with certain high order derivatives of exact solutions \( U \) and \( V \). Recall the error functions over the grid points:

\[
\tilde{u}_{i,j,k} = U^0_{i,j,k} - u_{i,j,k} \quad \text{and} \quad \tilde{v}_{i,j,k} = V^0_{i,j,k} - v_{i,j,k}.
\]

We assume that the initial time step \( u^0_{i,j,k} \) and \( v^0_{i,j,k} \) are exact, i.e., \( \tilde{u}_{i,j,k} = 0 \) and \( \tilde{v}_{i,j,k} = 0 \). Subtracting (2.2) from (A.1), we have

\[
\begin{align*}
\frac{\Delta t}{2} \left[ \left( D^{uu} \nabla_h \tilde{u}_{i,j,k} + D^{uv} \nabla_h \tilde{v}_{i,j,k} \right) + \tau^u_{i,j,k} \right] - \Delta t \left( D^{uv} \nabla_h \tilde{u}_{i,j,k} + D^{vv} \nabla_h \tilde{v}_{i,j,k} \right) &= \left( D^{uv} \nabla_h \tilde{v}_{i,j,k} + D^{vv} \nabla_h \tilde{v}_{i,j,k} \right) + \tau^v_{i,j,k},
\end{align*}
\]

Taking a discrete \( i^2 \) inner product with (A.3) by \( \tilde{u}^n \) and \( \tilde{v}^n \), respectively, we obtain

\[
\left\| \tilde{u}^{n+1} \right\|^2_2 - \left\| \tilde{u}^n \right\|^2_2 = -\Delta t \left[ \left( D^{uv} \nabla_h \tilde{v}^{n+1} + D^{vv} \nabla_h \tilde{v}^n \right) + \left( D^{uv} \nabla_h \tilde{v}^n + D^{vv} \nabla_h \tilde{v}^{n+1} \right) \right] + \Delta t \left( \tau^u_{i,j,k} \right),
\]

where \( \tau^u \) and \( \tau^v \) are vectors with components \( \tau^u_{i,j,k} \) and \( \tau^v_{i,j,k} \), respectively. Notice that we have used Lemma 2.1 in the equations (A.4). Without causing any confusion, we omit \( U^0 \) and \( V^0 \) in the arguments of \( D^{uu}, D^{uv}, D^{vv} \), and \( D^{vv} \). Adding these two equations together, we have

\[
\frac{\Delta t}{2} \left[ \left( D^{uu} \nabla_h \tilde{u}^{n+1} + D^{uv} \nabla_h \tilde{v}^{n+1} \right) + \left( D^{uv} \nabla_h \tilde{u}^n + D^{vv} \nabla_h \tilde{v}^n \right) \right] + \Delta t \left( \tau^u_{i,j,k} \right) + \Delta t \left( \tau^v_{i,j,k} \right) \leq \left\| \tilde{u}^{n+1} \right\|^2_2 + \left\| \tilde{v}^{n+1} \right\|^2_2 + \bar{C}_t (\Delta t^4 + h^4),
\]

where \( \bar{C}_t \) are constants related to \( C^u_t \) and \( C^v_t \). In the last inequality, we have made a trivial assumption that the time step size \( \Delta t < 1 \). By the assumption on the diffusion coefficients, we have

\[
\frac{\Delta t}{2} \left[ \left( D^{uu} \nabla_h \tilde{u}^{n+1} + D^{uv} \nabla_h \tilde{v}^{n+1} \right) + \left( D^{uv} \nabla_h \tilde{u}^n + D^{vv} \nabla_h \tilde{v}^n \right) \right] + \Delta t \left( \tau^u_{i,j,k} \right) + \Delta t \left( \tau^v_{i,j,k} \right) \leq \bar{C}_t (\Delta t^4 + h^4).
\]

Therefore, the following estimates have been derived:

\[
\left\| u^{n+1} \right\|^2_2 + \left\| v^{n+1} \right\|^2_2 \leq 2 \bar{C}_t (\Delta t^4 + h^4),
\]

\[
\Delta t \left[ \left\| \nabla_h u^{n+1} \right\|^2_2 + \left\| \nabla_h v^{n+1} \right\|^2_2 \right] \leq C_t (\Delta t^4 + h^4).
\]
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