Abstract. In this paper, we develop a first order (in time) numerical scheme for the binary fluid surfactant phase field model. The free energy contains a double-well potential, a nonlinear coupling entropy and a Flory-Huggins potential. The resulting coupled system consists of two Cahn-Hilliard type equations. This system is solved numerically by finite difference spatial approximation, in combination with convex splitting temporal discretization. We prove the proposed scheme is unique solvable, positivity-preserving and unconditionally energy stable. In addition, an optimal rate convergence analysis is provided for the proposed numerical scheme, which will be the first such result for the binary fluid-surfactant system. Newton iteration is used to solve the discrete system. Some numerical experiments are performed to validate the accuracy and energy stability of the proposed scheme.
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1. Introduction

Two important characteristics of surfactants in binary fluid is that they can move towards the fluid interface due to their amphiphilic structure and they can reduce the interfacial tension and system energy [37]. Therefore, surfactants have various applications in many fields such as biotechnology and industry because of their features [2, 35]. In the past two decades, there have been a number of excellent studies related to models with surfactants [17, 27, 29, 53, 61, 63]. Often, there are two different ideas to model the interfacial dynamics with surfactants. One is the sharp interface model which has a long history dated back to one century ago [19, 48], and this kind of model has been adopted in [24, 26]. In fact, sharp interface models have made great progresses in explaining kinetics of diffusional phase transformations and simulating multiphase systems with surfactants at one time. However, there are some difficulties stemming from the interface interactions with various complex processes during the course of phase transformations [35]. The other approach method is the known phase-field method [16, 28, 18, 54]. This approach makes use of an appropriate free energy functional to characterize the interfacial dynamics, and it has been adopted to investigate the interfacial dynamics with surfactants in [17, 29, 49, 51, 52]. In particular, phase-field method was used to in [29] to study the phase transition behaviors of the monolayer microemulsion system, formed by surfactant molecules. Generally, the free energy of binary fluid-surfactant model consists of the following two parts: the first part is the classical Ginzburg-Landau double well potential, which is used to describe a binary mixture, and the other part, called nonlinear coupling entropy term, has a historical evolution process, and is used to account for the influence of the surfactant in boosting the formation of interfaces. Laradji et al. in the pioneering work [29] introduced
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two phase field variables to represent the local densities of the fluids, as well as the local concentration of the surfactant, respectively. As mentioned in [27], an extra diffusion term was added to prevent the model from becoming unbounded and a Ginzburg-Landau type potential for the concentration variable to allow the coexistence of the two bulk states. In order to restrict the range of the concentration variable, the authors added the logarithmic Flory-Huggins potential in [53], based on the nonlinear coupling entropy similar to [27, 29]. In consideration of penalizing the concentration to accumulate along the fluid interface, the authors changed the nonlinear coupled entropy slightly in [17]. In addition, a further modified model was considered in [50] by adding the Flory-Huggins potential for the local concentration variable as well, in comparison with the model in [17].

In this paper, we focus on constructing unconditionally energy stable numerical schemes for the binary fluid-surfactant model in [50]. There have been some works about numerical approximation to multi-phase models [7, 25]. Owing to the stiff nonlinear terms originated from the thin interface thickness parameter, there are a lot of subtle difficulties to construct numerical schemes with unconditional energy stability, especially for the second order accurate (in time) scheme. Lots of efforts have been made to solve these problems [7, 59, 66], etc. Since a simple fully implicit or explicit type discretization brings extremely severe time step size constraint on the interfacial width [1, 15, 47], a semi-implicit method was adopted in [50]. However, the author mentioned that it suffers from a small CFL conditional number. Recently, Gu et al. in [20] constructed an energy stable finite difference scheme for the binary fluid-surfactant system, which is based on the convex splitting approach [13, 43, 56, 58]: implicit treatment for the convex part and explicit treatment for the concave part. Meanwhile, it is observed that, the convexity analysis for one mixed term has not been theoretically justified in [20], due to the multi variables involved in the system. In addition, the positivity-preserving property has not been theoretically proved, so that the well-defined nature of the numerical scheme is not available. More recently, Yang et al. constructed the linear and stable schemes for the binary fluid-surfactant system with constant mobility in [63], using the invariant energy quadratization (IEQ) technique [6, 21, 23, 60, 62, 65, 68]. In this approach, the free energy is transformed into an equivalent quadratic form by introducing appropriate auxiliary variables, and all nonlinear terms in this system are treated semi-explicitly [63]. The energy stability has been derived for the IEQ method, while such a stability has to be based on an alternate energy functional (involved with auxiliary variables), not for the original energy functional, as always in the IEQ approach. Moreover, the positivity-preserving property is not available to the IEQ-based numerical method, because of the explicit treatment for the nonlinear logarithmic term. In addition to the IEQ idea, Zhu et al. proposed the scalar auxiliary variable (SAV) method to the surfactant model in [69], following similar ideas in [46, 45]. The SAV approach introduces a constant-coefficient linear equation to solve at each time step, and the energy stability could be derived for an alternate energy involved with a scalar variable. The convergence and error estimate for the SAV approach, for the typical Cahn-Hilliard equation with double-well potential, has also been established in recent works [33, 44]. However, an application of the SAV approach to the surfactant model could not overcome the difficulty to theoretically justify the positivity-preserving property, due to the explicit treatment of the logarithmic term. In turn, the Flory-Huggins energy potential has to be re-defined and extended around and beyond the singular phase
variable values. Also see a more recent work \[39\] of SAV-based numerical algorithm for the surfactant model.

Among the existing numerical methods, different approaches have different advantages. Here, we pay attention to the convex splitting approach, originated from the pioneering work of Eyre \[13\]. The idea is that the energy admits a splitting into purely convex and concave parts, that is, \( E = E_c - E_e \), where \( E_c \) and \( E_e \) are both convex. Such an idea has had wide applications in various gradient flow models, including either first or second order accurate schemes. See the related works for the phase field crystal (PFC) and the modified PFC (MPFC) equation \[57, 55\], the epitaxial thin film growth models \[4, 14\], and the Cahn-Hilliard flow coupled with fluid motion \[3, 8\], etc.

Meanwhile, there have been extensive works of linear numerical schemes for the Cahn-Hilliard and epitaxial thin film equations \[30, 31, 32\], in which stabilized implicit-explicit approach has been applied, and energy stability has been theoretically provided. In the case of a Flory-Huggins energy potential with singular logarithmic terms, the positivity-preserving property has been recently established in \[12\] for the corresponding Allen-Cahn equation, based on the maximum principle arguments. The advantage of such a linear scheme (corresponding to an explicit treatment of the nonlinear logarithmic term) is associated with the computational efficiency, so that a nonlinear Newton iteration is not required. On the other hand, this approach works very well for the positivity preserving analysis for the Allen-Cahn gradient flow, due to the availability of maximum principle, while its direct extension to the Cahn-Hilliard gradient flow would face a serious theoretical difficulty. In this paper, we design a uniquely solvable, positivity-preserving, unconditionally energy stable, and first order in time convergent scheme for the binary fluid-surfactant system, based on the convex-splitting idea, combined with the centered difference spatial approximation. For the theoretical analysis of the positivity-preserving property, we make use of the singular nature of the logarithmic function, and prove that such a singular nature prevents the numerical solution approaches the singular limit values, following similar ideas of in the analysis for the Cahn-Hilliard model \[5, 9, 10, 11\], as well as the one for the Poisson-Nernst-Planck system \[34, 38\], droplet liquid film model \[67\], etc. In addition, an optimal rate convergence analysis is provided, which is the first such work for the surfactant model. The key difficulty in such an analysis is associated with the logarithmic potential term and the coupled term. In this article, we can make full use of the convexity of energy associated with the nonlinear terms to directly deal with all logarithmic terms and coupled terms, because the convexity of energy indicates the corresponding nonlinear error inner product is always non-negative.

The rest of the paper is organized as follows. In Section 2, we give a brief introduction to the binary fluid-surfactant phase field model and state its energy law. In Section 3, the numerical scheme is proposed and analyzed, and we prove the unique solvability, positivity-preserving property, as well as the energy stability. An optimal rate convergence estimate is also provided. Some numerical experiments are presented in Section 4. Finally, some conclusions are made in Section 5.

2. The mathematical model: binary fluid-surfactant system

In this paper, we consider the two-dimensional (2-D) binary fluid-surfactant system. With the domain given by \( \Omega = (0, L_x) \times (0, L_y) \), the binary fluid-surfactant...
system is formulated as
\begin{align}
(1a) \quad \phi_t &= M_1 \Delta \phi, \\
(1b) \quad \mu_t &= M_2 \nabla \cdot (M(\rho) \nabla \mu), \\
(1c) \quad \mu_\phi &= \frac{\delta G}{\delta \phi} = \frac{f'(\phi)}{\varepsilon} - \varepsilon \Delta \phi + \alpha \nabla \cdot \left( \frac{\rho \nabla \phi}{|\nabla \phi|} \right), \\
(1d) \quad \mu_\rho &= \frac{\delta G}{\delta \rho} = -\alpha |\nabla \phi| + \beta H'(\rho),
\end{align}
with the periodic boundary condition and \( M(\rho) = \rho(1-\rho) \). The PDE system (1) corresponds to the following free energy functional
\begin{equation}
G(\phi, \rho) = \int_\Omega \left( \frac{f(\phi)}{\varepsilon} + \frac{\varepsilon}{2} |\nabla \phi|^2 + \frac{\alpha}{2} (\rho - |\nabla \phi|)^2 + \beta H(\rho) \right) dx,
\end{equation}
where \( f(\phi) = \frac{1}{4} \phi^2 (1-\phi)^2 \), \( H(\rho) = \rho \ln \rho + (1-\rho) \ln (1-\rho) \), and \( \alpha, \beta, \varepsilon \) are all small positive parameters. In this paper we assume \( M(\rho) = 1 \) and \( M_1 = M_2 = M \) for simplicity. Furthermore, to avoid the singularity in calculating the coupled energy \( (\rho - |\nabla \phi|)^2 \), we use \( \sqrt{\sigma_x^2 + \sigma_y^2 + \delta^2} \) to approximate \( |\nabla \phi| \). And also, we add diffuse terms \( \frac{\varepsilon}{2} |\Delta \phi|^2 \) and \( \frac{\delta}{2} |\nabla \rho|^2 \) in the energy density, so that the new free energy functional becomes
\begin{equation}
G_{\text{new}}(\phi, \rho) = \int_\Omega \left( \frac{f(\phi)}{\varepsilon} + \frac{\varepsilon}{2} |\nabla \phi|^2 + \frac{\sigma_x^2}{2} |\Delta \phi|^2 + \frac{\delta}{2} |\nabla \rho|^2 + \frac{\alpha}{2} (\rho - |\nabla \phi|)^2 + \beta H(\rho) \right) dx.
\end{equation}
For simplicity, we still use \( G \) to express \( G_{\text{new}} \). In turn, the corresponding chemical potentials become
\begin{align}
(4a) \quad \mu_\phi &= \frac{\delta G}{\delta \phi} = \frac{f'(\phi)}{\varepsilon} - \varepsilon \Delta \phi + \eta |\nabla \phi|^2 + \alpha \nabla \cdot \left( \frac{\rho \nabla \phi}{|\nabla \phi|} \right), \\
(4b) \quad \mu_\rho &= \frac{\delta G}{\delta \rho} = -\alpha |\nabla \phi| - \xi \Delta \rho + \beta H'(\rho).
\end{align}
As always in the gradient system, the energy dissipation property is always valid:
\[ \frac{d}{dt} G(\phi(t), \rho(t)) \leq 0, \quad t > 0. \]
Besides, the appearance of the Flory-Huggins energy indicates a positivity property for the density variable, \( 0 < \rho < 1 \) at a point-wise level. Our primary aim is to develop a numerical scheme inheriting these properties at a theoretical level.

**Remark 2.1.** Typically, in the context of physical models, the Dirichlet energy \( \|\nabla u\|^2 \) represents surface tension, whereas the higher order term \( \|\Delta u\|^2 \) represents bending rigidity. In general, it may be assumed that all orders of the energy density are represented in the expansion of the energy
\[ E(u) = f(u) + a_0 u^2 + a_2 \|\nabla u\|^2 + a_4 \|\Delta u\|^2 + \ldots, \]
where \( f \) may be non-quadratic, and the coefficients \( a_k \) may depend upon \( u \), or derivatives of \( u \) but are usually constants. On the other hand, it is typical to drop all higher order terms beyond those that are physically/mathematically necessary to make the PDE well posed. One would assume that the corresponding coefficients are sufficiently small so as to justify this. In most cases, it may be more reasonable to assume that \( a_2 = 0 \) (or is negligible) and only keep terms of order higher than two.
For the binary fluid-surfactant system (1), combined with the physical energy (2), we are able to construct a numerical scheme with an energy stability, while the optimal rate convergence analysis will face essential theoretical difficulties, due to the highly nonlinear and singular 1-Laplacian term involved for the variable \( \phi \). To overcome this subtle difficulty, we add an additional bi-harmonic diffusion term for \( \phi \), as well as a regular diffusion term for the \( \rho \), in the energy representation (3). As a result, both the energy stability and optimal rate convergence analysis could be theoretically justified, as will be demonstrated in the later section. In particular, an optimal rate convergence analysis will be the first such result for the binary fluid-surfactant system. Such an approach of adding higher order bi-harmonic diffusion process has been reported in many related nonlinear physical systems, in which the fusion terms have played essential roles in the stability analysis, such as the planetary geostrophic equations of oceanic geophysical fluid model [36, 40, 41, 42], etc.

3. The numerical scheme

In this section, we present a convex-concave decomposition of the energy (3), and propose a convex splitting scheme based on such a decomposition. The unique solvability, energy stability, positivity-preserving property will be analyzed afterward.

3.1. The convex-concave decomposition of the energy.

**Lemma 3.1.** Suppose that \( \Omega = (0, L_x) \times (0, L_y) \) and \( \phi, \rho : \Omega \to \mathbb{R} \) are periodic and sufficiently regular. Define the following energy functionals

\[
G_c(\rho, \phi) = \int_{\Omega} \frac{1}{4e} (\phi - \frac{1}{2})^4 + \frac{1}{64e} + \frac{\varepsilon}{2} |\nabla \phi|^2 + \frac{\eta^2}{2} |\Delta \phi|^2 + \beta H(\rho) + \frac{\xi}{2} |\nabla \rho|^2 \\
+ \frac{\alpha}{2} \left\{ (\rho - |\nabla \phi|)^2 + (\sqrt{2} - 1) \rho^2 + \frac{1}{\delta} |\nabla \phi|^2 \right\} \, dx,
\]

\[
G_c(\phi, \rho) = \int_{\Omega} \frac{1}{8\varepsilon} (\phi - \frac{1}{2})^2 + \frac{\alpha}{2} \left\{ (\sqrt{2} - 1) \rho^2 + \frac{1}{\delta} |\nabla \phi|^2 \right\} \, dx,
\]

with \( |\nabla \phi| := (|\nabla \phi|^2 + \delta^2)^{\frac{1}{2}} \). Then \( G_c(\phi, \rho) \) and \( G_c(\phi, \rho) \) are both convex with respect to \( \phi \) and \( \rho \), with \( G(\phi, \rho) = G_c(\phi, \rho) - G_c(\phi, \rho) \).

**Proof.** We focus on the convexity analysis of \( G_c(\phi, \rho) \) and \( G_c(\phi, \rho) \). Let

\[
e_c(\phi, \rho, \phi, \Delta \phi, \rho, \phi_x, \rho_x) = \frac{1}{4e} (\phi - \frac{1}{2})^4 + \frac{1}{64e} + \frac{\varepsilon}{2} |\nabla \phi|^2 + \frac{\eta^2}{2} |\Delta \phi|^2 + \beta H(\rho) \\
+ \frac{\xi}{2} |\nabla \rho|^2 + \frac{\alpha}{2} \left\{ (\rho - |\nabla \phi|)^2 + (\sqrt{2} - 1) \rho^2 + \frac{1}{\delta} |\nabla \phi|^2 \right\},
\]

\[
e_c(\phi, \rho, \phi_y, \Delta \phi, \rho, \phi_x) = \frac{1}{8\varepsilon} (\phi - \frac{1}{2})^2 + \frac{\alpha}{2} \left\{ (\sqrt{2} - 1) \rho^2 + \frac{1}{\delta} |\nabla \phi|^2 \right\}.
\]
We also denote
\[
e_{c_1}(v) \triangleq \epsilon c_1(\phi, \phi_x, \phi_y, \Delta \phi, \rho, \rho_x, \rho_y) = \frac{1}{4\epsilon} (\phi - \frac{1}{2})^4 + \frac{1}{64\epsilon} + \frac{\epsilon}{2} |\nabla \phi|^2 + \frac{\eta^2}{2} |\Delta \phi|^2 + \beta H(\rho) + \frac{\xi}{2} |\nabla \rho|^2,
\]
\[
e_{c_2}(v) \triangleq \epsilon c_2(\phi, \phi_x, \phi_y, \Delta \phi, \rho, \rho_x, \rho_y) = \frac{\alpha}{2} \left\{ (\rho - |\nabla \phi|)^2 + (\sqrt{2} - 1) \rho^2 + \frac{1}{\delta} |\nabla \phi|^2 \right\},
\]
\[
e_e(v) \triangleq \epsilon e(\phi, \phi_x, \phi_y, \Delta \phi, \rho, \rho_x, \rho_y) = \frac{1}{8\epsilon} (\phi - \frac{1}{2})^2 + \frac{\alpha}{2} \left\{ (\sqrt{2} - 1) \rho^2 + \frac{1}{\delta} |\nabla \phi|^2 \right\},
\]
where
\[
v = (v_1, v_2, v_3, v_4, v_5, v_6, v_7) \triangleq (\phi, \phi_x, \phi_y, \Delta \phi, \rho, \rho_x, \rho_y).
\]

Then we have
\[
e_e(v) = e_{c_1}(v) + e_{c_2}(v), \quad G_e(\phi, \rho) = \int e_e(v) \, dv_x, \quad G_e(\phi, \rho) = \int e_e(v) \, dv_y,
\]
and the following inequalities are derived:
\[
\partial_{v_1}^2 e_{c_1}(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \frac{3}{\epsilon} (\phi - \frac{1}{2})^2 \geq 0,
\]
\[
\partial_{v_2}^2 e_{c_1}(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \epsilon > 0,
\]
\[
\partial_{v_3}^2 e_{c_1}(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \epsilon > 0,
\]
\[
\partial_{v_4}^2 e_{c_1}(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \eta^2 > 0,
\]
\[
\partial_{v_5}^2 e_{c_1}(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \frac{\beta}{\rho (1 - \rho)} > 0,
\]
\[
\partial_{v_6}^2 e_{c_1}(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \xi > 0,
\]
\[
\partial_{v_7}^2 e_{c_1}(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \xi > 0,
\]
\[
\partial_{v_1}^2 e_e(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \frac{1}{4\epsilon} \geq 0,
\]
\[
\partial_{v_2}^2 e_e(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \frac{\alpha}{\delta} > 0,
\]
\[
\partial_{v_3}^2 e_e(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = \frac{\alpha}{\delta} > 0,
\]
\[
\partial_{v_4}^2 e_e(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = 0,
\]
\[
\partial_{v_5}^2 e_e(v_1, v_2, v_3, v_4, v_5, v_6, v_7) = (\sqrt{2} - 1)\alpha > 0.
\]

These facts imply that both \(e_{c_1}(v)\) and \(e_e(v)\) are convex. To get the convexity of \(e_{c_2}(v)\), we have to analyze the Hessian matrix of \(e_{c_2}(v)\) as follows, where \(v = (v_2, v_3, v_5)\):

\[
(7) \quad H(\hat{v}) = \alpha \begin{bmatrix}
- \frac{\sqrt{2}}{v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta}} & - \frac{v_1 (v_2 + \frac{\alpha}{\delta})}{(v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta})^2} + \frac{1}{3} + 1 & - \frac{v_1 (v_2 + \frac{\alpha}{\delta})}{(v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta})^2} \\
- \frac{v_1 (v_2 + \frac{\alpha}{\delta})}{(v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta})^2} & \frac{v_1 (v_2 + \frac{\alpha}{\delta})}{(v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta})^2} + \frac{1}{3} + 1 & - \frac{\sqrt{2}}{v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta}} \\
- \frac{v_1 (v_2 + \frac{\alpha}{\delta})}{(v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta})^2} & - \frac{v_1 (v_2 + \frac{\alpha}{\delta})}{(v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta})^2} + \frac{1}{3} + 1 & \frac{v_1 (v_2 + \frac{\alpha}{\delta})}{(v_2 + \frac{\alpha}{\delta} + \frac{\alpha}{\delta})^2}
\end{bmatrix}.
\]

Since \(0 < \rho < 1\), i.e. \(v_5 \in (0, 1)\), a careful application of calculus reveals that \(H(\hat{v})\) is diagonally dominated, so that it is non-negative definite. This in turn indicates
the convexity of $e_{c_2}$. Therefore, we obtain the following inequality, according to the definition of convex function:

\[
(8a) \quad e_c(\lambda w + (1 - \lambda) v) \leq \lambda e_c(w) + (1 - \lambda) e_c(v),
\]

\[
(8b) \quad e_c(\lambda w + (1 - \lambda) v) \leq \lambda e_c(w) + (1 - \lambda) e_c(v),
\]

where $\lambda \in (0, 1), w, v \in \mathbb{R}^7$. Integrating both sides of (8a) and (8b) leads to

\[
G_c(\lambda \phi_1 + (1 - \lambda) \phi_2, \lambda \rho_1 + (1 - \lambda) \rho_2) \leq \lambda G_c(\phi_1, \rho_1) + (1 - \lambda) G_c(\phi_2, \rho_2),
\]

where $G_c$ is the centered di
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where $G_c$ is the centered di

\[
(9)
\]

\[
G(\phi, \rho) - G(\varphi, \psi) \leq (\delta G_c(\phi, \rho) - \delta G_c(\varphi, \psi), \phi - \varphi)_{L^2} + (\delta G_c(\phi, \rho) - \delta G_c(\varphi, \psi), \rho - \psi)_{L^2},
\]

where $\delta$ denotes the variational derivative.

As a generalization of the theorem presented in [57], the following lemma is the foundation of energy stability for binary fluid-surfactant, or more generally, for two variable functional. The proof is similar to [57], so we skip it for the sake of brevity.

**Lemma 3.2.** Assume $\phi, \varphi, \rho, \psi : \Omega \to \mathbb{R}$ are periodic and smooth enough. If $G = G_c - G_e$ gives a convex-concave decomposition, then we have

\[
G(\phi, \rho) - G(\varphi, \psi) \leq (\delta G_c(\phi, \rho) - \delta G_c(\varphi, \psi), \phi - \varphi)_{L^2} + (\delta G_c(\phi, \rho) - \delta G_c(\varphi, \psi), \rho - \psi)_{L^2},
\]

where $\delta$ denotes the variational derivative.

Given a time step $\Delta t > 0$, we construct the discrete-time, continuous-space scheme of the binary fluid-surfactant system (1) as follows

\[
\frac{\phi^{n+1} - \phi^n}{\Delta t} = M\Delta \mu_\phi^{n+1},
\]

\[
\frac{\rho^{n+1} - \rho^n}{\Delta t} = M\Delta \mu_\rho^{n+1},
\]

\[
\mu_\phi^{n+1} = \delta G_c(\phi^{n+1}, \rho^{n+1}) - \delta G_c(\phi^n, \rho^n),
\]

\[
\mu_\rho^{n+1} = \delta G_c(\phi^{n+1}, \rho^{n+1}) - \delta G_c(\phi^n, \rho^n).
\]

3.2. The spatial discretization and the fully discrete numerical scheme.

The centered difference approximation is applied to discretize the space. Here we first recall some basic notations of this methodology, and we use the similar notations and results for some discrete functions and operators introduced in [22, 57]. Let $\Omega = (0, L_x) \times (0, L_y)$, where for simplicity, we assume $L_x = L_y := L > 0$. Let $N \in \mathbb{N}$ be given, and define the grid mesh size $h := L/N$. Such a uniform mesh size assumption is only for simplicity of presentation. We define the following two uniform, infinite node sets with grid spacing $h > 0$:

\[
E := \{p_{i+\frac{1}{2}} \mid i \in \mathbb{Z}\}, \quad C := \{p_i \mid i \in \mathbb{Z}\},
\]

where $p_i = p(i) := (i - \frac{1}{2}) \cdot h$. Consider the following 2-D discrete $N^2$-periodic function spaces:

\[
C_{per} := \{\nu : C \times C \to \mathbb{R} \mid \nu_{i,j} = \nu_{i+\alpha N,j+\beta N}, \forall i,j, \alpha, \beta \in \mathbb{Z}\},
\]

\[
E_{per} := \{\nu : E \times C \to \mathbb{R} \mid \nu_{i+\frac{1}{2},j} = \nu_{i+\frac{1}{2}+\alpha N,j+\beta N}, \forall i,j, \alpha, \beta \in \mathbb{Z}\}.
\]

The spaces $E_{per}^n$ can be analogously defined. Here we use the Greek symbols $\nu_{i,j} = \nu(p_i, p_j)$, et cetera. The functions of $C_{per}$ are called cell-centered functions,
while the functions of \( \mathcal{E}^x_{\text{per}} \) and \( \mathcal{E}^y_{\text{per}} \) are called \( x \)-direction and \( y \)-direction edge-centered functions, respectively. We also define the mean zero space

\[
\mathcal{C}^\nu_{\text{per}} := \left\{ \nu \in \mathcal{C}_{\text{per}} \mid 0 = \tilde{\nu} := \frac{h^2}{|\Omega|} \sum_{i,j=1}^{m} \nu_{i,j} \right\}.
\]

Additionally, we denote \( \mathcal{E}^\nu_{\text{per}} := \mathcal{E}^x_{\text{per}} \times \mathcal{E}^y_{\text{per}} \).

Next, the important difference and average operators are introduced on the function spaces:

\[
A_x \nu_{i,j} := \frac{1}{2} (\nu_{i+1,j} + \nu_{i,j}), \quad D_x \nu_{i,j} := \frac{1}{h} (\nu_{i+1,j} - \nu_{i,j}),
\]

\[
A_y \nu_{i,j} := \frac{1}{2} (\nu_{i,j+1} + \nu_{i,j}), \quad D_y \nu_{i,j} := \frac{1}{h} (\nu_{i,j+1} - \nu_{i,j}),
\]

with \( A_x, D_x : \mathcal{C}_{\text{per}} \to \mathcal{E}^x_{\text{per}} \) and \( A_y, D_y : \mathcal{C}_{\text{per}} \to \mathcal{E}^y_{\text{per}} \). Likewise,

\[
a_x \nu_{i,j} := \frac{1}{2} (\nu_{i+\frac{1}{2},j} + \nu_{i-\frac{1}{2},j}), \quad d_x \nu_{i,j} := \frac{1}{h} (\nu_{i+\frac{1}{2},j} - \nu_{i-\frac{1}{2},j}),
\]

\[
a_y \nu_{i,j} := \frac{1}{2} (\nu_{i,j+\frac{1}{2}} + \nu_{i,j-\frac{1}{2}}), \quad d_y \nu_{i,j} := \frac{1}{h} (\nu_{i,j+\frac{1}{2}} - \nu_{i,j-\frac{1}{2}}),
\]

with \( a_x, d_x : \mathcal{C}_{\text{per}} \to \mathcal{C}^x_{\text{per}} \) and \( a_y, d_y : \mathcal{C}_{\text{per}} \to \mathcal{C}^y_{\text{per}} \). The discrete gradient \( \nabla_h : \mathcal{C}_{\text{per}} \to \mathcal{E}^\nu_{\text{per}} \) is defined via

\[
\nabla_h \nu_{i,j} = (D_x \nu_{i+j\frac{1}{2},j}, D_y \nu_{i,j+\frac{1}{2}}),
\]

and the discrete divergence \( \nabla_h : \mathcal{E}^\nu_{\text{per}} \to \mathcal{C}^\nu_{\text{per}} \) becomes

\[
\nabla_h \cdot \tilde{f}_{i,j} = d_x f_{i+\frac{1}{2},j} + d_y f_{i,j+\frac{1}{2}}, \quad \text{for} \quad \tilde{f} = (f^x, f^y) \in \mathcal{E}^\nu_{\text{per}}.
\]

The standard 2-D discrete Laplacian, \( \Delta_h : \mathcal{C}_{\text{per}} \to \mathcal{C}_{\text{per}} \), is given by

\[
\Delta_h \nu_{i,j} := \nabla_h \cdot (\nabla_h \nu)_{i,j} = d_x (D_x \nu)_{i,j} + d_y (D_y \nu)_{i,j}
\]

\[
= \frac{1}{h^2} (\nu_{i+1,j} + \nu_{i-1,j} + \nu_{i,j+1} + \nu_{i,j-1} - 4 \nu_{i,j}).
\]

More generally, if \( D \) is a periodic scalar function that is defined at all of the face center points and \( \tilde{f} \in \mathcal{E}^\nu_{\text{per}} \), assuming point-wise multiplication, we may define

\[
\nabla_h \cdot (D \tilde{f})_{i,j} = d_x (D f^x)_{i,j} + d_y (D f^y)_{i,j}.
\]

Specifically, if \( \nu \in \mathcal{C}_{\text{per}} \), then \( \nabla_h \cdot (D \nabla_h) : \mathcal{C}_{\text{per}} \to \mathcal{C}_{\text{per}} \) is defined point-wise via

\[
\nabla_h \cdot (D \nabla_h \nu)_{i,j} = d_x (D D_x \nu)_{i,j} + d_y (D D_y \nu)_{i,j}.
\]

Now we are ready to introduce the following grid inner products:

\[
(\nu, \xi)_{\Theta} := h^2 \sum_{i,j=1}^{N} \nu_{i,j}\xi_{i,j}, \quad \nu, \xi \in \mathcal{C}^\nu_{\text{per}},
\]

\[
|\nu|_{\mathcal{E}^x_{\text{per}}} := (a_x (\nu \xi), 1)_{\Omega}, \quad \nu, \xi \in \mathcal{E}^x_{\text{per}},
\]

\[
|\nu|_{\mathcal{E}^y_{\text{per}}} := (a_y (\nu \xi), 1)_{\Omega}, \quad \nu, \xi \in \mathcal{E}^y_{\text{per}},
\]

\[
\langle \tilde{f}_1, \tilde{f}_2 \rangle_{\mathcal{E}^x_{\text{per}}} := \langle f^x_1, f^x_2 \rangle_{\Omega} + \langle f^y_1, f^y_2 \rangle_{\Omega}, \quad \tilde{f}_i = (f^x_i, f^y_i) \in \mathcal{E}^\nu_{\text{per}}, \quad i = 1, 2.
\]

We define the following norms for cell-centered functions. If \( \nu \in \mathcal{C}_{\text{per}} \), then \( ||\nu||^2_{\mathcal{E}^x_{\text{per}}} := (\nu, \nu)_{\Omega}; ||\nu||^2_{\mathcal{E}^y_{\text{per}}} := (|\nu|^p, 1)_{\Omega} \), for \( 1 \leq p \leq \infty \), and \( ||\nu||_{\mathcal{C}^\nu_{\text{per}}} := \max_{1 \leq i,j \leq N} |\nu_{i,j}| \). The norms of the gradient are defined as follows: for \( \nu \in \mathcal{C}_{\text{per}} \),

\[
||\nabla_h \nu||^2_{\mathcal{E}^\nu_{\text{per}}} := ||\nabla_h \nu, \nabla_h \nu||_{\Omega} = ||D_x \nu, D_x \nu||_{\Omega} + ||D_y \nu, D_y \nu||_{\Omega}.
\]
and, more generally, for \( 1 \leq p \leq \infty \),
\[
\|\nabla h \nu\|_p := (\|D_x \nu\|_p + \|D_y \nu\|_p)^{\frac{1}{p}},
\]
Higher order norms can be similarly introduced; for example,
\[
\|\nu\|_{H^1}^2 := \|\nu\|_2^2 + \|\nabla h \nu\|_2^2, \quad \|\nu\|_{H^2}^2 := \|\nu\|_2^2 + \|\Delta h \nu\|_2^2.
\]

To facilitate the convergence analysis, we need to introduce a discrete analogue of the space \( H^1(\Omega) \), as outlined in [56]. Suppose that \( D \) is a positive, periodic scalar function defined at all of the face center points. For any \( \phi \in C_{\text{per}} \), there exists a unique \( \bar{\phi} \in C_{\text{per}} \), that solves
\[
\mathcal{L}_{D}(\psi) := -\nabla h \cdot (D \nabla h \psi) = \phi - \bar{\phi},
\]
where, recall, \( \bar{\phi} := |\Omega|^{-1} \phi |\Omega| \). We equip this space with a bilinear form: for any \( \phi_1, \phi_2 \in C_{\text{per}} \), define
\[
\langle \phi_1, \phi_2 \rangle_{\mathcal{L}^{-1}} := [D \nabla h \psi_1, \nabla h \psi_2]_{\Omega},
\]
where \( \psi_i \in C_{\text{per}} \) is the unique solution to
\[
\mathcal{L}_{D}(\psi_i) := -\nabla h \cdot (D \nabla h \psi_i) = \phi_i, \quad i = 1, 2.
\]
The following identity is easy to prove via summation-by-parts:
\[
\langle \phi_1, \phi_2 \rangle_{\mathcal{L}^{-1}} = \langle \phi_1, \mathcal{L}_{D}^{-1}(\phi_2) \rangle_{\Omega} = \langle \mathcal{L}_{D}^{-1}(\phi_1), \phi_2 \rangle_{\Omega},
\]
and since \( \mathcal{L}_{D} \) is symmetric positive definite, \( \langle \cdot, \cdot \rangle_{\mathcal{L}^{-1}} \) is an inner product on \( C_{\text{per}} \).

When \( D \equiv 1 \), we drop the subscript and write \( \mathcal{L}_1 = \mathcal{L} \), and in this case we usually write \( \langle \cdot, \cdot \rangle_{\mathcal{L}^{-1}} = \langle \cdot, \cdot \rangle_{-1, h} \). In the general setting, the norm associated to this inner product is denoted as \( \|\phi\|_{\mathcal{L}^{-1}} := \sqrt{\langle \phi, \phi \rangle_{\mathcal{L}^{-1}}} \), for all \( \phi \in C_{\text{per}} \), but, if \( D \equiv 1 \), we write \( \| \cdot \|_{\mathcal{L}^{-1}} := \| \cdot \|_{-1, h} \).

With the preparations above, we turn to discuss the discrete energy and the fully discrete scheme. Define the discrete energies \( E, E_c, E_h : C_{\text{per}} \times C_{\text{per}} \rightarrow \mathbb{R} \) as
\[
E(\phi, \rho) = h^2 \sum_{i,j=1}^{N} \left( \frac{1}{4\varepsilon} (\phi_{i,j} - \frac{1}{2})^2 + \frac{1}{16 \varepsilon} + \frac{\eta^2}{2} |\nabla h \phi_{i,j}|^2 + \frac{\eta^2}{2} |\Delta h \phi_{i,j}|^2 + \frac{\varepsilon}{2} |\nabla h \rho_{i,j}|^2 + \frac{\varepsilon}{2} \left( \rho_{i,j} - A|\nabla h \phi_{i,j}|^2 + \beta H(\rho_{i,j}) \right) \right),
\]
in which \( A|\nabla h \phi| \) is defined as
\[
(A|\nabla h \phi|_{i,j}) = \frac{1}{2} ( (D_x \phi)_{i+\frac{1}{2},j} + (D_y \phi)_{i,j+\frac{1}{2}} + (D_y \phi)_{i,j+\frac{1}{2}} + (D_x \phi)_{i,j}) + \delta^2.
\]
The relevant discrete convex and concave energy functionals \( E_c, E_h : C_{\text{per}} \times C_{\text{per}} \rightarrow \mathbb{R} \) are given by
\[
E_c(\phi, \rho) = h^2 \sum_{i,j=1}^{N} \left( \frac{1}{4\varepsilon} (\phi_{i,j} - \frac{1}{2})^2 + \frac{1}{64 \varepsilon} + \frac{\eta^2}{2} |\nabla h \phi_{i,j}|^2 + \frac{\eta^2}{2} |\Delta h \phi_{i,j}|^2 + \beta H(\rho_{i,j}) \right),
\]
(16)
\[
E_h(\phi, \rho) = h^2 \sum_{i,j=1}^{N} \left( \frac{1}{8\varepsilon} (\phi_{i,j} - \frac{1}{2})^2 + \frac{\alpha}{2} \left( |\nabla h \phi_{i,j}|^2 + (\sqrt{2} - 1) \rho_{i,j}^2 + \frac{1}{\delta} |\nabla h \phi_{i,j}|^2 \right) \right),
\]
(17)
In particular, a Hessian matrix could be similar formulated as the one given by (7), for the following discrete function

\[ E_{c_2,h}(\rho, v_1, v_2, v_3, v_4) = \frac{a}{2} \left( \left( \rho - \sqrt{\frac{1}{2} (v_1^2 + v_2^2 + v_3^2) + \delta^2} \right)^2 \right. \]

\[ + \left. (\sqrt{2} - 1) \rho^2 + \frac{1}{2\rho} (v_1^2 + v_2^2 + v_3^2) \right) \]

\[ = \frac{a}{2} h^2 \sum_{i,j=1}^{N} \left( (\rho_{i,j} - A[\nabla_h \phi_{i,j}])^2 + (\sqrt{2} - 1)\rho_{i,j}^2 + \frac{1}{\rho} \nabla_h \phi_{i,j}^2 \right). \]

The convexity analysis for the other terms of \( E_c \) and \( E_\phi \) is more straightforward.

We follow the idea of convexity splitting and consider the following semi-implicit, fully discrete scheme: given \( \phi^n, \rho^n \in C_{per} \), find \( \phi^{n+1}, \rho^{n+1}, \mu_{\phi}^{n+1}, \mu_{\rho}^{n+1} \in C_{per} \), such that

\[(20a) \quad \frac{\phi^{n+1} - \phi^n}{\Delta t} = M \Delta_h \mu_{\phi}^{n+1}, \]

\[(20b) \quad \frac{\rho^{n+1} - \rho^n}{\Delta t} = M \Delta_h \mu_{\rho}^{n+1}, \]

\[(20c) \quad \mu_{\phi}^{n+1} = \delta_\phi E_c (\phi^{n+1}, \rho^{n+1}) - \delta_\phi E_c (\phi^n, \rho^n), \]

\[(20d) \quad \mu_{\rho}^{n+1} = \delta_\rho E_c (\phi^{n+1}, \rho^{n+1}) - \delta_\rho E_c (\phi^n, \rho^n), \]

where

\[ \mu_{\phi}^{n+1} = \frac{1}{\varepsilon} (\phi^{n+1} - \frac{1}{2})^2 - (\varepsilon + \alpha + \frac{\alpha}{\varepsilon}) \Delta_h \phi^{n+1} + \eta^2 \Delta_h^2 \phi^{n+1} \]

\[ + \alpha \nabla_h \left( \frac{\rho^{n+1}}{A[\nabla_h \phi^{n+1}]} \nabla_h \phi^{n+1} \right) - \frac{1}{4\varepsilon} (\phi^n - \frac{1}{2}) + \frac{\alpha}{\varepsilon} \Delta_h \phi^n, \]

\[ \mu_{\rho}^{n+1} = - \varepsilon \Delta_h \rho^{n+1} + \beta (\ln \rho^{n+1} - \ln (1 - \rho^{n+1})) + \sqrt{2}\alpha \rho^{n+1}, \]

\[ - \alpha A[\nabla_h \phi^{n+1}] - \alpha (\sqrt{2} - 1) \rho^n. \]

Notice that \( \nabla_h \left( \frac{\rho}{A[\nabla_h \phi]} \nabla_h \phi \right) \) is evaluated as follows

\[ \nabla_h \left( \frac{\rho}{A[\nabla_h \phi]} \nabla_h \phi \right) = \frac{1}{h} \frac{1}{2} \left( \frac{\rho_{i,j}}{A[\nabla_h \phi_{i,j}]} + \frac{\rho_{i+1,j}}{A[\nabla_h \phi_{i+1,j}]} \right) (D_x \phi)_{i+\frac{1}{2},j} \]

\[ - \frac{1}{h} \frac{1}{2} \left( \frac{\rho_{i,j}}{A[\nabla_h \phi_{i,j}]} + \frac{\rho_{i-1,j}}{A[\nabla_h \phi_{i-1,j}]} \right) (D_x \phi)_{i-\frac{1}{2},j} \]

\[ + \frac{1}{h} \frac{1}{2} \left( \frac{\rho_{i,j}}{A[\nabla_h \phi_{i,j}]} + \frac{\rho_{i,j+1}}{A[\nabla_h \phi_{i,j+1}]} \right) (D_y \phi)_{i,j+\frac{1}{2}} \]

\[ - \frac{1}{h} \frac{1}{2} \left( \frac{\rho_{i,j}}{A[\nabla_h \phi_{i,j}]} + \frac{\rho_{i,j-1}}{A[\nabla_h \phi_{i,j-1}]} \right) (D_y \phi)_{i,j-\frac{1}{2}}. \]

It is observed that the finite difference scheme is a system of nonlinear equations with respect to \( \phi^{n+1} \) and \( \rho^{n+1} \), so we have to solve it iteratively. The theoretical properties of this scheme are analyzed in the next few sections.
3.3. The positivity-preserving property. Of course, a point-wise bound for the grid function $\rho^{n+1}$, namely, $0 < \rho^{n+1} < 1$, is needed to make sure the numerical scheme is well-defined. The main theoretical result is stated below, which assures that there exists a unique numerical solution for (20a) and (20b), so that the given bound is satisfied.

**Theorem 3.1.** Given $\phi^n, \rho^n \in C_{\text{per}}$, with $\|\rho^n\|_\infty \leq M$, for some $M \geq 0$, and $0 < \overline{\rho}^2 < 1$, there exists a unique solution $\phi^{n+1}, \rho^{n+1} \in C_{\text{per}}$ to (20), with $0 < \rho^{n+1} < 1$ at a point-wise level.

Before the proof of the positivity-preserving property, we recall the following lemma, cited from [5].

**Lemma 3.3.** [5] Suppose that $\phi \in \hat{C}_{\text{per}}$ and $\|\phi\|_\infty \leq C_1$, then we have the following estimate:

$$
\|(-\Delta h)^{-1}\phi\|_\infty \leq C_2 C_1,
$$

where $C_2$ depends only on $\Omega$.

In addition, a few more preliminary estimates are needed for the positivity-preserving analysis. The following discrete energy functional is introduced

$$
\mathcal{J}^n (\phi, \rho) := \frac{1}{2M \Delta t} \|\phi - \phi^n \|_{1,h}^2 + \frac{1}{2M \Delta t} \|\rho - \rho^n \|_{1,h}^2
$$

$$
+ \frac{1}{4\varepsilon} \|\phi - \frac{1}{2} + \varepsilon \|_{1,2} + \frac{\varepsilon}{2} \|\nabla h \phi\|_{2}^2 + M^2 \|\nabla^2 \phi\|_{2}^2
$$

$$
+ \frac{\alpha}{2} \left\{ \|\rho - A \|_{1,2} + (\sqrt{2} - 1) \|\rho\|_{2} + \frac{1}{2} \|\nabla h \rho\|_{2}^2 \right\}
$$

$$
+ \beta \langle \rho, \phi \rangle + \beta (1 - \rho, \ln (1 - \rho)) + \langle \phi, f^\rho \rangle + \langle \rho, f^{\rho^2} \rangle.
$$

$$
f^\rho = -\frac{1}{4\varepsilon} (\rho^n - \frac{1}{2}) - \frac{\alpha}{2} \nabla h \phi^n, \quad f^{\rho^2} = - (\sqrt{2} - 1) \rho^n.
$$

**Lemma 3.4.** Set $M_1^* = \max |f^\rho|$, $M_2^* = \max |f^{\rho^2}| \leq (\sqrt{2} - 1) \alpha M$. We notice that $M_1^*$ may be $h, \varepsilon, \delta$ and $\phi$ dependent. The following inequality is available for the lower bound of $\mathcal{J}^n (\phi, \rho)$, for $0 < \rho < 1$:

$$
\mathcal{J}^n (\phi, \rho) \geq \frac{1}{8\varepsilon} \|\phi - \frac{1}{2}\|_{1,2}^2 - M_2^*,
$$

$$
M_2^* = \frac{1}{2} (M_1^*)^2 + \frac{1}{2} M_1^* + \frac{1}{2} \delta + \beta \ln 2 + M_1^* |\Omega|.
$$

**Proof.** In the expansion of $\mathcal{J}^n (\phi, \rho)$, it is observed that all the terms are non-negative, except for the last four term. Then we get

$$
\mathcal{J}^n (\phi, \rho) \geq \frac{1}{4\varepsilon} \|\phi - \frac{1}{2}\|_{1,2}^2 + \langle \phi, f^\rho \rangle + \beta \langle \rho, \ln \rho \rangle + \langle (1 - \rho, \ln (1 - \rho)) \rangle + \langle \rho, f^{\rho^2} \rangle.
$$

For the third and fourth terms on the right hand side of (27), the following point-wise lower bound is available:

$$
\rho \ln \rho + (1 - \rho) \ln (1 - \rho) \geq 2 \cdot \frac{1}{2} \ln \frac{1}{2} = - \ln 2, \quad \text{for} \ 0 < \rho < 1,
$$

which in turn leads to

$$
\langle \rho, \ln \rho \rangle_\Omega + \langle (1 - \rho, \ln (1 - \rho)) \rangle_\Omega \geq -|\Omega| \ln 2.
$$

For the last term on the right hand side of (27), the following lower bound is valid, based on the fact that $0 < \rho < 1$:

$$
\langle \rho, f^{\rho^2} \rangle_\Omega \geq -\|f^{\rho^2}\|_\infty \cdot \|1\|_1 \geq -M_2^* |\Omega|.
$$
For the first two terms on the right hand side of (27), we begin with the following estimate:
\[
\langle \phi, f^n_\alpha \rangle_\Omega = \langle \phi - \frac{1}{2}, f^n_\alpha \rangle_\Omega + \frac{1}{2}\langle 1, f^n_\alpha \rangle_\Omega \geq -\frac{1}{2}\langle \phi - \frac{1}{2}, 2 + \|f^n_\alpha \|_2 \rangle - \frac{1}{2} M_1^2 |\Omega| \\
\geq -\frac{1}{2} \|\phi - \frac{1}{2}\|_2^2 - \frac{1}{2} (M_1^2 |\Omega|) - \frac{1}{2} M_1^2 |\Omega|.
\]
(30)

Meanwhile, the following lower bound is a direct application of Cauchy inequality:
\[
\frac{1}{8\epsilon}\|\phi - \frac{1}{2}\|_2^4 + \langle \phi, f^n_\alpha \rangle_\Omega \geq -\frac{1}{2} \|M_1\|^2 + \frac{1}{2} M_1^2 + \frac{1}{2} \|\epsilon\|_\Omega.
\]
and its combination with (30) yields
\[
\frac{1}{8\epsilon}\|\phi - \frac{1}{2}\|_2^4 + \langle \phi, f^n_\alpha \rangle_\Omega \geq -\frac{1}{2} \|M_1\|^2 + \frac{1}{2} M_1^2 + \frac{1}{2} \|\epsilon\|_\Omega.
\]
Finally, a substitution of (28), (29) and (32) into (27) results in (26). This completes the proof of Lemma 3.4. □

Now we proceed into the proof of Theorem 3.1.

Proof. We denote \(M^n_0 = J^n(\phi^n, \rho^n)\), a fixed constant with given \((\phi^n, \rho^n)\). The numerical solution of (20) is a minimizer of the discrete energy functional \(J^n(\phi, \rho)\) (defined in (25)), over the admissible set
\[
A_h := \{\phi, \rho \in C_{per} \mid - A^* < \phi < A^*, 0 < \rho < 1, \langle \phi - \phi_0 \rangle_{\Omega} = 0, (\rho - \bar{\rho}_0)_{\Omega} = 0\} \subset \mathbb{R}^{N^2} \times \mathbb{R}^{N^2},
\]
\[
A^* := \max \left( 8\epsilon(M^n_0 + M^n_0)\right)^2 h^{-1}, \|\phi^n\|_\infty \right) + 1.
\]
We can observe that \(J^n\) is a strictly convex function over this set.

To facilitate the analysis below, we transform the minimization problem into an equivalent one. Consider the functional
\[
F^n(\phi, \rho) := J^n(\phi + \bar{\phi}_0, \rho + \bar{\rho}_0)
\]
\[
= \frac{1}{2M\Delta t} \|\phi + \bar{\phi}_0 - \phi^n\|_2^2 + \frac{1}{2M\Delta t} \|\rho + \bar{\rho}_0 - \rho^n\|_2^2 + \frac{1}{4\epsilon} \|\phi - \phi^n\|_2^2 + \frac{1}{2} \|\nabla \phi^n\|_2^2 + \frac{\gamma^2}{2} \|\Delta \phi^n\|_2^2 + \frac{\xi}{2} \|\nabla \phi^n\|_2^2
\]
\[
+ \frac{\alpha}{2} \left( \|\rho - \bar{\rho}_0 - A(\nabla \phi^n)\|_2^2 + (\sqrt{2} - 1) \|\rho - \bar{\rho}_0\|_2 + \frac{1}{3} \|\nabla \phi^n\|_2^2 \right)
\]
\[
+ \beta \left( \|\rho - \bar{\rho}_0, \ln(\rho + \bar{\rho}_0), \frac{1}{\rho - \bar{\rho}_0} \right)_{\Omega} + \beta (1 - \rho - \bar{\rho}_0, \ln(1 - \rho - \bar{\rho}_0))_{\Omega}
\]
\[
(34) = \langle \phi + \bar{\phi}_0, f^n_\alpha \rangle_\Omega + \langle \rho + \bar{\rho}_0, f^n_\rho \rangle_\Omega.
\]
defined on the set
\[
A_h := \{\phi, \rho \in \mathcal{C}_{per} \times \mathcal{C}_{per} \mid - A^* < \phi < A^*, 0 < \rho < 1 - \bar{\rho}_0 \}
\]
\[\subset \mathbb{R}^{N^2} \times \mathbb{R}^{N^2}.\]

If \((\phi, \rho) \in A_h\) minimizes \(F^n\), then \((\phi, \rho) := \phi + \bar{\phi}_0, \rho + \bar{\rho}_0) \in A_h\) minimizes \(J^n\) and vice versa. Next, we prove that there exists a minimizer of \(F^n\) over the domain \(A_h\). Consider the following closed domain: for \(\delta_0 \in (0, \frac{1}{2})\)
\[
A_{h, \delta_0} := \{\phi, \rho \in \mathcal{C}_{per} \times \mathcal{C}_{per} \mid - A^* + \bar{\phi}_0 + \delta_0 \leq \phi \leq A^* - \bar{\phi}_0 - \delta_0, \delta_0 - \bar{\rho}_0 \leq \rho \leq 1 - \delta_0 - \bar{\rho}_0 \}
\]
\[\subset \mathbb{R}^{N^2} \times \mathbb{R}^{N^2}.\]
Then the derivative may be expressed as

$$\frac{1}{\mathcal{M} A} \left( \langle \nabla_h \cdot \left( A \nabla_h \phi^* \right), \phi \rangle + \langle \Omega, \phi \rangle \right)$$

To get a contradiction, suppose that the minimizer of \( \mathcal{F}_{\nu} \), occurs at a boundary point of \( \hat{A}_{h,\delta_0} \). There is at least one grid point \( \bar{\delta}_0 = (i_0, j_0) \) such that \( \rho_{\nu_{i_0}} + \bar{\rho}_0 = 0 \). Let us assume that \( \rho_{\nu_{i_0}} + \bar{\rho}_0 = \delta_0 \), and denote by \( \delta_0 = (i_1, j_1) \) as the grid point at which \( \rho^* \) achieves its maximum. By the fact that \( \rho^* = 0 \), it is obvious that \( \rho_{\nu_{i_1}} \geq 0 \) and

$$1 - \delta_0 \geq \rho_{\nu_{i_1}} + \bar{\rho}_0 \geq 0.$$

Since \( \mathcal{F}_{\nu} \) is smooth over \( \hat{A}_{h,\delta} \), for all \( (\varphi, \psi) \in \mathbb{C}_{\nu} \), the directional derivative is

$$\frac{1}{\mathcal{M} A} \left( \langle \nabla_h \cdot \left( A \nabla_h \phi^* \right), \varphi \rangle + \langle \Omega, \varphi \rangle \right)$$

Here, we take the direction \( \varphi, \psi \in \mathbb{C}_{\nu} \), such that

$$\varphi = 0, \quad \psi = \delta_{i,0} \delta_{j,0} - \delta_{i,1} \delta_{j,1}.$$

Then the derivative may be expressed as

$$\frac{1}{\mathcal{M} A} \left( \langle \nabla_h \cdot \left( A \nabla_h \phi^* \right), \varphi \rangle + \langle \Omega, \varphi \rangle \right)$$

For simplicity, now let us write \( \rho^* := \rho^* + \bar{\rho}_0 \). Since \( \rho_{\nu_{i_0}} = \delta_0 \) and \( \rho_{\nu_{i_1}} \geq \bar{\rho}_0 \), we have

$$\ln (\rho_{\nu_{i_0}}) - \ln (1 - \rho_{\nu_{i_0}}) - \ln (\rho_{\nu_{i_1}}) + \ln (1 - \rho_{\nu_{i_1}}) \leq \ln \frac{\delta_0}{1 - \delta_0} - \ln \frac{\bar{\rho}_0}{1 - \bar{\rho}_0}.$$

Since \( \rho^* \) takes a minimum at the grid point \( \bar{\delta}_0 \), with \( \rho_{\nu_{i_0}} = \delta \leq \rho_{\nu_{i_1}}^* \), for any \((i, j)\), and a maximum at the grid point \( \bar{\delta}_1 \), with \( \rho_{\nu_{i_1}}^* \geq \rho_{\nu_{i_1}}^* \), for any \((i, j)\),

$$\Delta_h \rho_{\nu_{i_0}} \geq 0, \quad \Delta_h \rho_{\nu_{i_1}}^* \leq 0, \quad \rho_{\nu_{i_0}} - \rho_{\nu_{i_1}}^* \leq 0.$$
For the numerical solution $\rho^n$ at the previous time step, the a priori assumption $\|\rho^n\|_\infty \leq M$ indicates that
\begin{equation}
-2M \leq \rho^n_{\alpha_0} - \rho^n_{\bar{\alpha}_1} \leq 2M. \tag{39}
\end{equation}
According to Lemma 3.3, we obtain
\begin{equation}
-4MC_2 \leq (-\Delta h)^{-1}(\phi^* - \rho^n)_{\bar{\alpha}_0} - (-\Delta h)^{-1}(\phi^* - \rho^n)_{\bar{\alpha}_1} \leq 4MC_2. \tag{40}
\end{equation}
Denote $C_3 = \max \left\{ A|\nabla_h^0 \phi^*_{\alpha_0}, A|\nabla_h^0 \phi^*_{\alpha_1} | \right\}$. Based on the fact that $-A^* - \bar{\rho}_0 < \phi^* < A^* - \bar{\rho}_0$ at a point-wise level, we conclude that
\begin{equation}
A|\nabla_h^0 \phi^*_{\alpha_0}, A|\nabla_h^0 \phi^*_{\alpha_1} | \leq \frac{2A^*}{h} + 1, \text{ so that } C_3 \leq \frac{2A^*}{h} + 1. \tag{41}
\end{equation}
Then we have
\begin{equation}
-\alpha C_3 \leq -\alpha A(|\nabla_h^0 \phi^*_{\alpha_0}| - |\nabla_h^0 \phi^*_{\alpha_1}|) \leq \alpha C_3, \tag{42}
\end{equation}
Consequently, a substitution of (37), (38), (39), (40), (42) into (36) yields the following bound on the directional derivative:
\begin{equation}
\frac{1}{h^2}d_\epsilon \mathcal{F}^n(\phi^*, \rho^* + s\psi) |_{s=0} \leq \beta \ln \frac{\delta_0}{1 - \delta_0} - \beta \ln \frac{\bar{\rho}_0}{1 - \bar{\rho}_0} + 4MC_2(M\Delta t)^{-1} + 2\alpha C_3 + 2M_2. \tag{43}
\end{equation}
We denote $D_0 = 4MC_2(M\Delta t)^{-1} + 2\alpha C_3 + 2M_2$. Notice that $D_0$ is a constant for fixed $\Delta t$ and $h$, though it becomes singular as $\Delta t \to 0$ and $h \to 0$. On the other hand, for any fixed $\Delta t$ and $h$, we may choose $\delta_0 \in (0, 1/2)$ sufficiently small so that
\begin{equation}
\beta \ln \frac{\delta_0}{1 - \delta_0} - \beta \ln \frac{\bar{\rho}_0}{1 - \bar{\rho}_0} + D_0 < 0. \tag{44}
\end{equation}
This in turn leads to the following inequality, provided $\delta_0$ satisfies (43).
\begin{equation}
\frac{1}{h^2}d_\epsilon \mathcal{F}^n(\phi^*, \rho^* + s\psi) |_{s=0} < 0. \tag{45}
\end{equation}
As before, this contradicts the assumption that $\mathcal{F}^n$ has a minimum at $(\phi^*, \rho^*)$, since the directional derivative is negative in a direction pointing into the interior of $\bar{\mathcal{A}}_{h, \delta_0}$.

Using very similar arguments, we can also prove that the global minimum of $\mathcal{F}^n$ over $\bar{\mathcal{A}}_{h, \delta_0}$ could not occur at a boundary point $(\phi^*, \rho^*)$ such that $\rho^n_{\alpha_0} + \bar{\rho}_0 = 1 - \delta_0$, for some $\alpha_0$, so that the grid function $\rho^*$ has a global maximum at $\bar{\alpha}_0$. The details are left to interested readers.

Moreover, if the global minimum of $\mathcal{F}^n$ over $\bar{\mathcal{A}}_{h, \delta_0}$ could occur at a boundary point $(\phi^*, \rho^*)$ such that $\phi^n_{\alpha_0} = \phi^*_{\alpha_0} + \bar{\rho}_0 = A^* - \bar{\rho}_0$. In turn, we apply Lemma 3.4 and obtain
\begin{equation}
\mathcal{F}^n(\phi^*, \rho^*) = \mathcal{F}^n(\phi^*, \rho^*) \geq \frac{1}{8\epsilon} \|\phi^* - \frac{1}{2} - M^n_\Delta \geq \frac{1}{8\epsilon} h^2 \cdot (\phi^n_{\alpha_0} - \frac{1}{2})^2 - M^n_\Delta \tag{45}
\end{equation}
in which the definition of $A^*$ (in (33)) has been recalled. This contradicts the assumption that $\mathcal{F}^n$ has a minimum at $(\phi^*, \rho^*)$.

Using similar arguments, a minimization point cannot occur at a boundary point $(\phi^*, \rho^*)$ such that $\phi^n_{\alpha_0} = \phi^*_{\alpha_0} + \bar{\rho}_0 = -A^* + \delta_0$. The details are left to interested readers.
A combination of above four facts have indicated that, the global minimum of $J^n$ over $\hat{A}_{h, h_{0}}$ could only possibly occur at interior point $(\phi, \rho) \in (\hat{A}_{h, h_{0}})^{c} \subset (\hat{A}_{h})^{c}$. We conclude that there must be a solution $(\hat{\phi}, \hat{\rho}) \in A_{h}$ that minimizes $J^n$ over $A_{h}$, which is equivalent to the numerical solution of (20). The existence of the numerical solution is established.

In addition, since $J^n$ is strictly convex function over $A_{h}$, the uniqueness analysis for this numerical solution is straightforward. The proof of Theorem 3.1 is completed.

3.4. Unconditional energy stability.

**Theorem 3.2** (Energy stability). For $n \geq 1$, the numerical scheme (20) is unconditionally energy stable, i.e.

$$E(\phi^{n+1}, \rho^{n+1}) \leq E(\phi^n, \rho^n).$$

**Proof.** We denote $\mathcal{L} = -\Delta_{h}$. Because of the mass conservation, it is clear that $\mathcal{L}^{-1} (\phi^{n+1} - \phi^n)$ and $\mathcal{L}^{-1} (\rho^{n+1} - \rho^n)$ are well-defined. Taking a discrete inner product with (20a), (20b), (20c), (20d) by $\mathcal{L}^{-1} (\phi^{n+1} - \phi^n)$, $\mathcal{L}^{-1} (\rho^{n+1} - \rho^n)$, $(\phi^{n+1} - \phi^n)$ and $(\rho^{n+1} - \rho^n)$, respectively, yields the following estimate

$$0 = \frac{1}{MN} \left( \langle \phi^{n+1} - \phi^n, \mathcal{L}^{-1} (\phi^{n+1} - \phi^n) \rangle_{\Omega} ight)$$

$$+ (\rho^{n+1} - \rho^n, \mathcal{L}^{-1} (\rho^{n+1} - \rho^n))_{\Omega}$$

$$+ \langle \delta_{p} E_{c} (\phi^{n+1}, \rho^{n+1}) - \delta_{p} E_{c} (\phi^n, \rho^n), \phi^{n+1} - \phi^n \rangle_{\Omega}$$

$$+ \langle \delta_{p} E_{c} (\phi^{n+1}, \rho^{n+1}) - \delta_{p} E_{c} (\phi^n, \rho^n), \rho^{n+1} - \rho^n \rangle_{\Omega}$$

$$\geq E(\phi^{n+1}, \rho^{n+1}) - E(\phi^n, \rho^n).$$

Hence that

$$E(\phi^{n+1}, \rho^{n+1}) \leq E(\phi^n, \rho^n).$$

This completes the proof.

3.5. Optimal rate convergence analysis. Let $\Phi$ and $\Psi$ be the exact solution for the binary fluid-surfactant system (1). With initial data with sufficient regularity, we could assume that the exact solution has regularity of class $R_1$ and $R_2$:

(47a) $\Phi \in R_1 := H^2 (0, T; C_{\text{per}} (\Omega)) \cap L^\infty (0, T; C_{\text{per}}^n (\Omega))$;

(47b) $\Psi \in R_2 := H^2 (0, T; C_{\text{per}} (\Omega)) \cap L^\infty (0, T; C_{\text{per}}^{n} (\Omega))$.

Define $\Phi_N (\cdot, t) := P_N \Phi (\cdot, t)$, and $\Psi_N (\cdot, t) := P_N \Psi (\cdot, t)$, the spatial Fourier projection of the exact solutions into $B^K$, the space of trigonometric polynomials of degree to and including $K$ (with $N = 2K + 1$). The following projection approximation is standard: if $\Phi \in L^\infty (0, T; H^{l}_{\text{per}} (\Omega))$ for some $l \in \mathbb{N}$,

$$\|\Phi_N - \Phi\|_{L^\infty (0, T; H^{l}_{\text{per}} (\Omega))} \leq c_l \|\Phi\|_{L^\infty (0, T; H^{l}_{\text{per}} (\Omega))}, \quad 0 \leq k \leq l.$$  

By $\Phi_N^n, \Phi^n$, we denote $\Phi_N (\cdot, t_m)$ and $\Phi (\cdot, t_m)$, respectively, with $t_m = m \cdot \Delta t$.

Since $\Phi_N \in B^m$, the mass conservative property is available at the discrete level:

$$\|\phi^{m+1} - \phi^n\|_{\Omega} = \|\phi^{m+1} - \phi^n\|_{\Omega} = \|\phi^{m+1} - \phi^n\|_{\Omega}, \quad m \in \mathbb{N}.$$  

We have a similar result about $\Psi$. On the other hand, the solution of (1) is also mass conservative at the discrete level:

$$\|\rho^{m+1} - \rho^n\|_{\Omega} = \|\rho^{m+1} - \rho^n\|_{\Omega} = \|\rho^{m+1} - \rho^n\|_{\Omega}, \quad m \in \mathbb{N}.$$  

As indicated before, we use the mass conservative interpolation for the initial data: \( \phi^0 = \mathcal{P}_h \Phi_N (., t = 0) \) and \( \rho^0 = \mathcal{P}_h \Psi_N (., t = 0) \), that is

\[
\phi_{i,j}^0 = \mathcal{P}_h (\Phi_N (., t = 0)), i,j := \Phi_N (x_i, y_j, t = 0),
\]
\[
\rho_{i,j}^0 = \mathcal{P}_h (\Psi_N (., t = 0)), i,j := \Psi_N (x_i, y_j, t = 0).
\]

The error grid function is defined as

\[
\phi^m := \mathcal{P}_h \Phi_{N}^n - \phi^m, \quad \rho^m := \mathcal{P}_h \Psi_{N}^n - \rho^m, \quad m \in \mathbb{N},
\]
in which a similar interpolation formula could be applied to \( \mathcal{P}_h \), as in (50). Therefore, it follows that \( \phi^m = 0 \) and \( \rho^m = 0 \), for any \( m \in \mathbb{N} \), so that the discrete norm \( \| \cdot \|_{-1,h} \) is well defined for the numerical error grid function.

**Theorem 3.3.** Given initial data \( \Phi (., t = 0) \in C^{\infty} (\Omega) \) and \( \Psi (., t = 0) \in C^{\infty} (\Omega) \), suppose the exact solution for binary fluid-surfactant system (1) is of regularity class \( \mathcal{R} = \mathcal{R}_1 \times \mathcal{R}_2 \). Then, provided that \( \Delta t \) is sufficiently small, for all positive integers \( n \), such that \( t_n \leq T \), we have

\[
\| \phi^{n+1} \|_{-1,h} + \| \rho^{n+1} \|_{-1,h} \leq C (\Delta t + h^2),
\]

where \( C > 0 \) is independent of \( n, \Delta t, \) and \( h \).

**Proof.** A carefully consistency analysis indicates the following truncation error estimate:

\[
\frac{\Phi_{N}^{n+1} - \Phi_{N}^{n}}{\Delta t} = \mathcal{M} \Delta h \left( \eta^2 \Delta_h \phi_{N}^{n+1} - \varepsilon \Delta_h \Phi_{N}^{n+1} + \frac{1}{\varepsilon} (\Phi_{N}^{n+1} - \frac{1}{2})^3 \right)
\]
\[+ \alpha \nabla_h \cdot \left( A \left( \frac{\Phi_{N}^{n+1}}{\nabla_h \Phi_{N}^{n+1}} \right) \nabla_h \Phi_{N}^{n+1} \right) - \alpha \left( 1 + \frac{1}{\delta} \right) \Delta_h \Phi_{N}^{n+1} - \frac{1}{4 \varepsilon} (\Phi_{N}^{n+1} - \frac{1}{2}) - \frac{\alpha}{\delta} \Delta_h \Phi_{N}^{n+1} \right) + \tau_\phi,
\]

\[
\frac{\Psi_{N}^{n+1} - \Psi_{N}^{n}}{\Delta t} = \mathcal{M} \Delta h \left( -\varepsilon \Delta_h \Psi_{N}^{n+1} + \beta H' (\Psi_{N}^{n+1}) + \sqrt{2} \alpha \Psi_{N}^{n+1} - \alpha A \nabla_h \Phi_{N}^{n+1} \right)
\]
\[-\alpha (\sqrt{2} - 1) \Phi_{N}^{n+1} + \tau_\rho,
\]

with \( \| \tau^n \|_{-1,h} \leq C (\Delta t + h^2) \). Observe that we have dropped the operator \( \mathcal{P}_h \), which should appear in front of \( \Phi_N \), for simplicity of presentation.

Subtracting the numerical scheme (20) from (53) gives

\[
\frac{\phi_{N}^{n+1} - \phi_{N}^{n}}{\Delta t} = \mathcal{M} \Delta h \left( \eta^2 \Delta_h \phi_{N}^{n+1} - \varepsilon \Delta_h \Phi_{N}^{n+1} + \frac{1}{\varepsilon} (\Phi_{N}^{n+1} - \frac{1}{2})^3 - \frac{1}{\varepsilon} (\phi_{N}^{n+1} - \frac{1}{2})^3 \right)
\]
\[+ \alpha \nabla_h \cdot \left( A \left( \frac{\Phi_{N}^{n+1}}{\nabla_h \Phi_{N}^{n+1}} \right) \nabla_h \Phi_{N}^{n+1} - A \left( \frac{\phi_{N}^{n+1}}{\nabla_h \phi_{N}^{n+1}} \right) \nabla_h \phi_{N}^{n+1} \right) - \alpha (1 + \frac{1}{\delta}) \Delta_h \phi_{N}^{n+1} - \frac{1}{4 \varepsilon} \phi_{N}^{n+1} - \frac{\alpha}{\delta} \Delta_h \phi_{N}^{n+1} \right) + \tau_\phi,
\]

\[
\frac{\rho_{N}^{n+1} - \rho_{N}^{n}}{\Delta t} = \mathcal{M} \Delta h \left( -\varepsilon \Delta_h \rho_{N}^{n+1} + \beta H' (\Psi_{N}^{n+1}) - \beta H' (\rho_{N}^{n+1}) + \sqrt{2} \alpha \rho_{N}^{n+1} - \alpha A \nabla_h \phi_{N}^{n+1} \right)
\][-\alpha A \nabla_h \phi_{N}^{n+1} + \alpha (\sqrt{2} - 1) \rho_{N}^{n+1} + \tau_\rho. 
\]
Since the numerical error function has zero-mean, we see that both \((-\Delta_h)^{-1} \tilde{\phi}^n\) and \((-\Delta_h)^{-1} \tilde{\rho}^n\) are well-defined, for any \(k \geq 0\). Taking a discrete inner product with (53a) and (53b) by \(2 (-M\Delta_h)^{-1} \tilde{\phi}^{n+1}\) and \(2 (-M\Delta_h)^{-1} \tilde{\rho}^{n+1}\), respectively, yields

\[
\frac{1}{M\Delta t} \left( \| \tilde{\phi}^{n+1} \|_{1,h}^2 - \| \tilde{\phi}^n \|_{1,h}^2 + \| \tilde{\phi}^{n+1} - \tilde{\phi}^n \|_{1,h}^2 
\right.
\]

\[
+ \| \tilde{\rho}^{n+1} \|_{1,h}^2 - \| \tilde{\rho}^n \|_{1,h}^2 + \| \tilde{\rho}^{n+1} - \tilde{\rho}^n \|_{1,h}^2 
\left.
\right)
\]

\[
+ 2\eta^2(\tilde{\psi}^{n+1}, \Delta_h \tilde{\phi}^{n+1}) - 2\varepsilon(\tilde{\rho}^{n+1}, \Delta_h \tilde{\phi}^{n+1}) - 2\varepsilon(\tilde{\rho}^{n+1}, \Delta_h \tilde{\phi}^{n+1})\Omega
\]

\[
+ \frac{2}{\varepsilon} \left( \tilde{\phi}^{n+1}, (\Phi^N_{n+1} - \frac{1}{2})^3 - (\tilde{\phi}^{n+1} - \frac{1}{2})^3 \right) \Omega - 2\alpha(1 + \frac{1}{\delta})(\tilde{\phi}^{n+1}, \Delta_h \tilde{\phi}^{n+1})\Omega
\]

\[
+ 2\alpha \left( \tilde{\phi}^{n+1}, \nabla_h \left( A\left( \frac{\Phi^N_{n+1}}{A|\nabla_h \Phi^N_{n+1}|} \right) \nabla_h \Phi^N_{n+1} - A\left( \frac{\tilde{\rho}^{n+1}}{A|\nabla_h \tilde{\phi}^{n+1}|} \right) \nabla_h \tilde{\phi}^{n+1} \right) \right)\Omega
\]

\[
+ 2\beta \left( \tilde{\rho}^{n+1}, H'(\Psi^N_{n+1}) - H'(\tilde{\rho}^{n+1}) \right)\Omega + 2\sqrt{2}\alpha \left( \tilde{\rho}^{n+1}, \tilde{\rho}^{n+1} \right)\Omega
\]

\[
- 2\alpha \left( \tilde{\rho}^{n+1}, A|\nabla_h \Phi^N_{n+1}| - A|\nabla_h \tilde{\phi}^{n+1}| \right)\Omega
\]

\[
= \frac{1}{2\varepsilon} (\tilde{\phi}^{n+1}, \tilde{\phi}^{n+1}) + \frac{2\alpha}{\delta} (\tilde{\phi}^{n+1}, \Delta_h \tilde{\phi}^{n+1}) + 2\alpha(\tilde{\rho}^{n+1}, \tilde{\rho}^{n+1})
\]

\[
+ \frac{2}{M} (\tilde{\phi}^{n+1}, \tilde{\rho}^{n+1}) - \frac{2}{M} (\tilde{\rho}^{n+1}, \tilde{\phi}^{n+1}).
\]

The estimate for the terms associated with the surface diffusion is straightforward:

\[
(\tilde{\phi}^{n+1}, \Delta_h \tilde{\phi}^{n+1}) = \| \Delta_h \tilde{\phi}^{n+1} \|_2^2,
\]

\[
- (\tilde{\rho}^{n+1}, \Delta_h \tilde{\phi}^{n+1}) = \| \nabla_h \tilde{\phi}^{n+1} \|_2^2.
\]

For the nonlinear inner product, we have the following result

\[
2\beta \left( \tilde{\rho}^{n+1}, H'(\Psi^N_{n+1}) - H'(\tilde{\rho}^{n+1}) \right)\Omega \geq 0,
\]

due to the fact that the logarithmic function is an increasing function. Similarly, the convexity of the nonlinear functional \(g_1(\phi) = h^2 \sum_{i,j=1}^N (\phi_{i,j} - \frac{1}{2})^4\) and \(g_2(\phi, \rho) = h^2 \sum_{i,j=1}^N (\phi_{i,j} - A|\nabla_h \phi_{i,j}|)^2 + (\sqrt{2} - 1)||\rho||_2^2 + \frac{1}{\delta} ||\nabla_h \phi||_2^2\) leads to the following inequalities:

\[
\frac{2}{\varepsilon} \left( \tilde{\phi}^{n+1}, (\Phi^N_{n+1} - \frac{1}{2})^3 - (\tilde{\phi}^{n+1} - \frac{1}{2})^3 \right) \Omega \geq 0,
\]

\[
2\alpha \left( \tilde{\phi}^{n+1}, \nabla_h \left( A\left( \frac{\Phi^N_{n+1}}{A|\nabla_h \Phi^N_{n+1}|} \right) \nabla_h \Phi^N_{n+1} - A\left( \frac{\tilde{\rho}^{n+1}}{A|\nabla_h \tilde{\phi}^{n+1}|} \right) \nabla_h \tilde{\phi}^{n+1} \right) \right)\Omega
\]

\[
- 2\alpha(1 + \frac{1}{\delta})(\tilde{\phi}^{n+1}, \Delta_h \tilde{\phi}^{n+1})\Omega
\]

\[
+ 2\sqrt{2}\alpha \left( \tilde{\rho}^{n+1}, \tilde{\rho}^{n+1} \right)\Omega - 2\alpha \left( \tilde{\rho}^{n+1}, A|\nabla_h \Phi^N_{n+1}| - A|\nabla_h \tilde{\phi}^{n+1}| \right)\Omega \geq 0.
\]

\[
2\beta \left( \tilde{\rho}^{n+1}, H'(\Psi^N_{n+1}) - H'(\tilde{\rho}^{n+1}) \right)\Omega \geq 0,
\]

due to the fact that the logarithmic function is an increasing function. Similarly, the convexity of the nonlinear functional \(g_1(\phi) = h^2 \sum_{i,j=1}^N (\phi_{i,j} - \frac{1}{2})^4\) and \(g_2(\phi, \rho) = h^2 \sum_{i,j=1}^N (\phi_{i,j} - A|\nabla_h \phi_{i,j}|)^2 + (\sqrt{2} - 1)||\rho||_2^2 + \frac{1}{\delta} ||\nabla_h \phi||_2^2\) leads to the following inequalities:

\[
\frac{2}{\varepsilon} \left( \tilde{\phi}^{n+1}, (\Phi^N_{n+1} - \frac{1}{2})^3 - (\tilde{\phi}^{n+1} - \frac{1}{2})^3 \right) \Omega \geq 0,
\]

\[
2\alpha \left( \tilde{\phi}^{n+1}, \nabla_h \left( A\left( \frac{\Phi^N_{n+1}}{A|\nabla_h \Phi^N_{n+1}|} \right) \nabla_h \Phi^N_{n+1} - A\left( \frac{\tilde{\rho}^{n+1}}{A|\nabla_h \tilde{\phi}^{n+1}|} \right) \nabla_h \tilde{\phi}^{n+1} \right) \right)\Omega
\]

\[
- 2\alpha(1 + \frac{1}{\delta})(\tilde{\phi}^{n+1}, \Delta_h \tilde{\phi}^{n+1})\Omega
\]

\[
+ 2\sqrt{2}\alpha \left( \tilde{\rho}^{n+1}, \tilde{\rho}^{n+1} \right)\Omega - 2\alpha \left( \tilde{\rho}^{n+1}, A|\nabla_h \Phi^N_{n+1}| - A|\nabla_h \tilde{\phi}^{n+1}| \right)\Omega \geq 0.
\]
Meanwhile, for the inner product associated with the concave part, the following inequalities could be derived:

\begin{align}
\frac{1}{\mathcal{M}} & \left( \| \hat{g}^{n+1} \|_{-1,h}^2 - \| \hat{g}^n \|_{-1,h}^2 + \| \hat{g}^{n+1} - \hat{g}^n \|_{-1,h}^2 \right. \\
& + \| \hat{p}^{n+1} \|_{-1,h}^2 - \| \hat{p}^n \|_{-1,h}^2 + \| \hat{p}^{n+1} - \hat{p}^n \|_{-1,h}^2 \\
& + 2\alpha \| \Delta_h \hat{g}^{n+1} \|_{-1,h}^2 + 2\varepsilon \| \nabla_h \hat{g}^{n+1} \|_{-1,h}^2 + 2\xi \| \nabla_h \hat{p}^{n+1} \|_{-1,h}^2 \left. \right) \\
\leq & \frac{1}{2\varepsilon} \left( \hat{g}^{n+1}, \hat{g}^n \right)_\Omega + \frac{2\alpha}{\delta} \left( \hat{g}^{n+1}, \Delta_h \hat{g}^n \right)_\Omega + 2\alpha \left( \sqrt{2} - 1 \right) \left( \hat{p}^{n+1}, \hat{p}^n \right)_\Omega \\
& + \frac{2}{\mathcal{M}} \left( \hat{g}^{n+1}, \tau_h^n \right)_{-1,h} + \frac{2}{\mathcal{M}} \left( \hat{p}^{n+1}, \tau_h^n \right)_{-1,h}.
\end{align}

Therefore, we obtain

\begin{align}
\frac{1}{\mathcal{M}} & \left( \| \hat{g}^{n+1} \|_{-1,h}^2 - \| \hat{g}^n \|_{-1,h}^2 + \| \hat{g}^{n+1} - \hat{g}^n \|_{-1,h}^2 \right. \\
& + \| \hat{p}^{n+1} \|_{-1,h}^2 - \| \hat{p}^n \|_{-1,h}^2 + \| \hat{p}^{n+1} - \hat{p}^n \|_{-1,h}^2 \\
& + 2\alpha \| \Delta_h \hat{g}^{n+1} \|_{-1,h}^2 + 2\varepsilon \| \nabla_h \hat{g}^{n+1} \|_{-1,h}^2 + 2\xi \| \nabla_h \hat{p}^{n+1} \|_{-1,h}^2 \left. \right) \\
\leq & \frac{1}{2\varepsilon} \left( \hat{g}^{n+1}, \hat{g}^n \right)_\Omega + \frac{2\alpha}{\delta} \left( \hat{g}^{n+1}, \Delta_h \hat{g}^n \right)_\Omega + \frac{2\alpha}{\delta} \left( \sqrt{2} - 1 \right) \left( \hat{p}^{n+1}, \hat{p}^n \right)_\Omega \\
& + \frac{1}{\mathcal{M}} \left( \hat{g}^{n+1}, \tau_h^n \right)_{-1,h} + \frac{1}{\mathcal{M}} \left( \hat{p}^{n+1}, \tau_h^n \right)_{-1,h} \\
\leq & \frac{1}{2\varepsilon} \left( \hat{g}^{n+1}, \hat{g}^n \right)_\Omega + \frac{2\alpha}{\delta} \left( \hat{g}^{n+1}, \Delta_h \hat{g}^n \right)_\Omega + \frac{2\alpha}{\delta} \left( \sqrt{2} - 1 \right) \left( \hat{p}^{n+1}, \hat{p}^n \right)_\Omega \\
& + \frac{1}{\mathcal{M}} \left( \hat{g}^{n+1}, \tau_h^n \right)_{-1,h} + \frac{1}{\mathcal{M}} \left( \hat{p}^{n+1}, \tau_h^n \right)_{-1,h} \\
\leq & \frac{1}{2\varepsilon} \left( \hat{g}^{n+1}, \hat{g}^n \right)_\Omega + \frac{2\alpha}{\delta} \left( \hat{g}^{n+1}, \Delta_h \hat{g}^n \right)_\Omega + \frac{2\alpha}{\delta} \left( \sqrt{2} - 1 \right) \left( \hat{p}^{n+1}, \hat{p}^n \right)_\Omega \\
& + \frac{1}{\mathcal{M}} \left( \hat{g}^{n+1}, \tau_h^n \right)_{-1,h} + \frac{1}{\mathcal{M}} \left( \hat{p}^{n+1}, \tau_h^n \right)_{-1,h}.
\end{align}

(57a)  \quad \frac{1}{2\varepsilon} \left( \hat{g}^{n+1}, \hat{g}^n \right)_\Omega \leq \frac{\varepsilon}{2} \| \nabla_h \hat{g}^{n+1} \|_{-1,h}^2 + \frac{1}{8\varepsilon^2} \| \hat{g}^n \|_{-1,h}^2.

(57b)  \quad 2 \left( \sqrt{2} - 1 \right) \alpha \left( \hat{p}^{n+1}, \hat{p}^n \right)_\Omega \leq \left( \hat{p}^{n+1} \right)_\Omega \left( \hat{p}^n \right)_\Omega + \frac{\alpha^2}{\varepsilon^2} \| \hat{p}^n \|_{-1,h}^2.

(57c)  \quad \frac{2}{\mathcal{M}} \left( \hat{g}^{n+1}, \tau_h^n \right)_{-1,h} \leq \frac{1}{\mathcal{M}} \| \hat{g}^{n+1} \|_{-1,h}^2 + \frac{1}{\mathcal{M}} \| \hat{p}^n \|_{-1,h}^2.

(57d)  \quad \frac{2}{\mathcal{M}} \left( \hat{p}^{n+1}, \tau_h^n \right)_{-1,h} \leq \frac{1}{\mathcal{M}} \| \hat{p}^{n+1} \|_{-1,h}^2 + \frac{1}{\mathcal{M}} \| \hat{p}^n \|_{-1,h}^2.

(57e)  \quad \frac{2}{\mathcal{M}} \left( \hat{g}^{n+1}, \Delta_h \hat{g}^n \right)_\Omega = \frac{2\alpha}{\delta} \left( \nabla_h \hat{g}^{n+1}, \nabla_h \hat{g}^n \right)_\Omega \\
\leq \frac{\varepsilon}{2} \| \nabla_h \hat{g}^{n+1} \|_{-1,h}^2 + \frac{1}{8\varepsilon^2} \| \hat{g}^n \|_{-1,h}^2.

(57f)  \quad \frac{\varepsilon}{2} \| \nabla_h \hat{g}^{n+1} \|_{2}^2 + \frac{\alpha^2}{\delta^2} \| \hat{g}^n \|_{-1,h}^2 + \eta^2 \| \Delta_h \hat{g}^n \|_{2}^2.

Therefore, we obtain

\begin{align}
\frac{1}{\mathcal{M}} & \left( \| \hat{g}^{n+1} \|_{-1,h}^2 - \| \hat{g}^n \|_{-1,h}^2 + \| \hat{g}^{n+1} - \hat{g}^n \|_{-1,h}^2 \right. \\
& + \| \hat{p}^{n+1} \|_{-1,h}^2 - \| \hat{p}^n \|_{-1,h}^2 + \| \hat{p}^{n+1} - \hat{p}^n \|_{-1,h}^2 \\
& + 2\alpha \| \Delta_h \hat{g}^{n+1} \|_{-1,h}^2 + 2\varepsilon \| \nabla_h \hat{g}^{n+1} \|_{-1,h}^2 + 2\xi \| \nabla_h \hat{p}^{n+1} \|_{-1,h}^2 \left. \right) \\
\leq & \frac{\varepsilon}{2} \| \nabla_h \hat{g}^{n+1} \|_{2}^2 + \frac{1}{8\varepsilon^2} \| \hat{g}^n \|_{-1,h} + \| \nabla_h \hat{p}^{n+1} \|_{2}^2 + \frac{\alpha^2}{\delta^2} \| \hat{p}^n \|_{-1,h}^2 \\
& + \frac{1}{\mathcal{M}} \| \hat{g}^{n+1} \|_{2}^2 + \frac{1}{\mathcal{M}} \| \hat{p}^n \|_{2}^2 + \frac{1}{\mathcal{M}} \| \hat{p}^{n+1} \|_{2}^2 + \frac{1}{\mathcal{M}} \| \tau_h^n \|_{2}^2. \\
\end{align}

(58)  \quad \frac{\varepsilon}{2} \| \nabla_h \hat{g}^{n+1} \|_{2}^2 + \frac{8\alpha^2}{\eta^2\delta^2} \| \hat{g}^n \|_{2}^2 + \eta^2 \| \Delta_h \hat{g}^n \|_{2}^2.
which in turn gives
\[
\frac{1}{\mathcal{M} \Delta t} \left( \| \tilde{\phi}^{n+1} \|^2_{L^2(\Omega)} - \| \tilde{\phi}^n \|^2_{L^2(\Omega)} + \| \tilde{\rho}^{n+1} \|^2_{L^2(\Omega)} - \| \tilde{\rho}^n \|^2_{L^2(\Omega)} \right) \\
+ 2\eta^2 \| \Delta_t \tilde{\phi}^{n+1} \|^2_2 + \varepsilon \| \nabla_h \tilde{\phi}^{n+1} \|^2_2 + \xi \| \nabla_h \tilde{\rho}^{n+1} \|^2_2 \\
\leq \left( \frac{1}{8\varepsilon^2} + \frac{8\alpha^6}{\eta^2 \varepsilon^3 \delta^6} \right) \| \tilde{\phi}^n \|^2_{-1,h} + \frac{\alpha^2 (\sqrt{2} - 1)^2}{\xi} \| \tilde{\rho}^n \|^2_{-1,h} + \eta^2 \| \Delta_h \tilde{\phi}^n \|^2_2 \\
+ \frac{1}{\mathcal{M}} \| \tilde{\phi}^{n+1} \|^2_{-1,h} + \frac{1}{\mathcal{M}} \| \tilde{\rho}^{n+1} \|^2_{-1,h} + \frac{1}{\mathcal{M}} \| \tilde{\rho}^n \|^2_{-1,h}.
\]

Finally, an application of a discrete Gronwall inequality results in the desired convergence estimate:
\[
\| \tilde{\phi}^{n+1} \|_{-1,h} + \| \tilde{\rho}^{n+1} \|_{-1,h} \\
+ \left( \mathcal{M} \Delta t \sum_{k=0}^{n+1} \left( \eta^2 \| \Delta_h \tilde{\phi}^k \|^2_2 + \varepsilon \| \nabla_h \tilde{\phi}^k \|^2_2 + \xi \| \nabla_h \tilde{\rho}^k \|^2_2 \right) \right)^{1/2} \leq C (\Delta t + h^2),
\]
where C > 0 is independent of \( \Delta t, h \) and \( n \). This completes the proof of Theorem 3.3.

\[\square\]

**Remark 3.1.** In the application of the discrete Gronwall inequality, we see that the growth constants for \( \| \tilde{\phi}^n \|^2_{-1,h} \) and \( \| \tilde{\rho}^n \|^2_{-1,h} \) terms, given by \( \frac{1}{\varepsilon^2} \) and \( \frac{8\alpha^6}{\eta^2 \varepsilon^3 \delta^6} \), respectively, depend singularly on \( \varepsilon, \eta, \delta \) and \( \xi \). In turn, it would be reasonable to require that
\[
\frac{1}{8\varepsilon^2} + \frac{8\alpha^6}{\eta^2 \varepsilon^3 \delta^6} \leq 1,
\]
so that a singular convergence constant is avoided. In other words, the time step size \( \Delta t \) should be bounded by a given constant, dependent on \( \varepsilon, \eta, \delta \) and \( \xi \), to present a singular convergence constant at a theoretical level; this requirement refers to the condition that “provided that \( \Delta t \) is sufficiently small” in the statement of Theorem 3.3. Meanwhile, such a requirement is only associated with this theoretical analysis, and this requirement may not be necessary in the practical computations to preserve a numerical convergence.

**Remark 3.2.** As the regularization parameter \( \delta \to 0 \), the positivity-preserving property and the energy stability estimates, as established in Theorems 3.1 and 3.2, are still valid. In fact, these two theoretical properties are available even with \( \delta = 0 \). On the other hand, the optimal rate convergence estimate, as established in Theorem 3.3, is only available for a fixed \( \delta > 0 \), due to the singularly-\( \delta \)-dependent convergence constant appearing in (59). In other words, the convergence constant in Theorem 3.3 depends singularly on \( \delta \), and such a convergence estimate would not be theoretically justified as \( \delta \to 0 \), although the numerical convergence has also been verified in various numerical experiments.

**Remark 3.3.** In the proposed numerical scheme (20), we take \( M_1 = M_2 = \mathcal{M} \), and \( M(\rho) \equiv 1 \), for simplicity of presentation. In case of a \( \rho \)-dependent mobility function \( M(\rho) \), the positivity-preserving property and energy stability are still valid, as long as \( M(\rho) > 0 \) is available at a point-wise level. Meanwhile, the corresponding convergence analysis and error estimate are expected to face certain theoretical difficulties in the case of a non-constant mobility function, due to the highly non-linear and singular nature of the chemical potential. The theoretical justification of
this convergence analysis will be left to the future works, and some techniques of rough error estimate and refined error estimate, as reported in a recent work [34] to analyze the non-constant-mobility Poisson-Nernst-Planck system, may have to be applied in this future work.

4. Numerical experiments

In this section, we perform a few two-dimensional numerical simulations using the proposed scheme (20). The mass conservation, energy decay, positivity of the numerical solution, as well as the numerical accuracy, will be demonstrated in these computations. To achieve this goal, we will present two numerical examples with different initial conditions.

4.1. Accuracy test. Here, we take the domain \( \Omega = (0,8)^2 \), and choose the parameters as follows

\[
\begin{align*}
\varepsilon &= 0.05, \quad \alpha = 0.001, \quad \beta = 0.02, \quad \delta = 0.001, \\
\eta &= 0.05, \quad \xi = 0.05, \quad M_1 = 0.01, \quad M_2 = 0.01.
\end{align*}
\]

The initial data are set as

\[
\begin{align*}
\phi_0(x,y) &= 0.5 + 0.2 \cos \frac{4\pi x}{8} \cos \frac{4\pi y}{8}, \\
\rho_0(x,y) &= 0.5 + 0.2 \sin \frac{4\pi x}{8} \sin \frac{4\pi y}{8}
\end{align*}
\]

(60)

It is obvious that the initial data are subject to periodic boundary condition. This example is designed to study the numerical accuracy in time and space. In order to test the first order convergence rate in time and second order convergence rate in space, we use a linear refinement rate, i.e. \( \Delta t = C h^2 \), \( C = 0.01 \). The global error is expected to be \( O(\Delta t) + O(h^2) = O(h^2) \) under the discrete \( L^2 \) norm. Since an exact solution is not available, we compute the Cauchy difference instead of directly calculating the numerical error, which is defined as \( \delta_u = u_{hf} - I_f(u_{hc}) \), where \( I_f \) is a bilinear interpolation operator. This requires a relatively coarse solution, parametrized by \( h_c \), and a relatively fine solution, parametrized by \( h_f \), where \( h_c = 2h_f \), at the same final time. The discrete \( L^2 \) norms of Cauchy difference and the convergence rates are displayed in Table 1. These results confirm the expected convergence rate.

<table>
<thead>
<tr>
<th>Grid sizes</th>
<th>Error(( \phi ))</th>
<th>Rate</th>
<th>Error(( \rho ))</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 \times 16</td>
<td>1.93E-01</td>
<td>-</td>
<td>1.88E-01</td>
<td>-</td>
</tr>
<tr>
<td>32 \times 32</td>
<td>5.07E-02</td>
<td>1.93</td>
<td>4.86E-02</td>
<td>1.95</td>
</tr>
<tr>
<td>64 \times 64</td>
<td>1.28E-02</td>
<td>1.98</td>
<td>1.23E-02</td>
<td>1.99</td>
</tr>
<tr>
<td>128 \times 128</td>
<td>3.21E-03</td>
<td>2.00</td>
<td>3.07E-03</td>
<td>2.00</td>
</tr>
<tr>
<td>256 \times 256</td>
<td>8.04E-04</td>
<td>2.00</td>
<td>7.68E-04</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 1. The discrete \( L^2 \) error and convergence rate at \( t = 0.1 \) with initial data (60) and the given parameters.
4.2. Spinodal decomposition. In this example, we study the phase separation phenomenon, so called spinodal decomposition. Usually we describe this process as a thermal quench, which is considered that an initially homogeneous mixture is thrust into a two-phase region. In this case, the spinodal decomposition occurs and leads the system from the homogeneous to two-phase state. We take the domain as $\Omega = (0, 2\pi)^2$. The initial data are given by

\[ \begin{align*}
\phi_0(x, y) &= 0.4 + 0.1 \text{rand}(x, y), \\
\rho_0(x, y) &= 0.4 + 0.1 \text{rand}(x, y),
\end{align*} \tag{61} \]
where \( \text{rand}(x, y) \) is a random number in \([-1, 1]\) and has zero mean. The parameters are chosen as follows

\[
\varepsilon = 0.02, \quad \alpha = 0.02, \quad \beta = 0.02, \quad \eta = 0.02, \quad \delta = 0.01, \quad \xi = 0.02, \quad \mathcal{M} = 0.01.
\]

From Figures 1 to 6, we display the snapshots of coarsening dynamics. Initially, the two fluids are well mixed, and they sooner start to decompose and accumulate. We observe that a relatively high value of the concentration variable \( \rho \) gathers at the interface between the two different fluids. A monotone decay evolution of the physical energy is illustrated in Figure 7.
Figure 5. Snapshots of the phase variables $\phi$ and $\rho$, taken at $t = 40$ for Example 61.

Figure 6. Snapshots of the phase variables $\phi$ and $\rho$, taken at $t = 700$ for Example 61.

Figure 7. Time evolution of the free energy functional for Example 61, which shows a monotone decay.
5. Conclusions

In this paper, we propose and analyze a first order (in time) accurate, convex splitting scheme for the binary fluid-surfactant phase field model. The multi-phase structure and the singularity associated with the 1-Laplacian part makes the whole system very challenging, at both the theoretical and numerical levels. To overcome this subtle difficulty, we make an observation for a non-standard convex-concave decomposition of the free energy. In addition, the singular nature of the logarithmic function around the limit values prevents the numerical solution approaching these limit values, so that the positivity property is preserved for the numerical scheme. As a result, the convex structure of the implicit part guarantees the unique solvability and energy stability of the proposed numerical scheme. Furthermore, an optimal rate convergence analysis is carefully derived, which is the first such result in this area. Some numerical experiments are performed to validate the accuracy and energy stability of the proposed scheme.
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