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Abstract. In this paper, we provide an optimal rate convergence analysis and error
estimate for a structure-preserving numerical scheme for the Poisson-Nernst-Planck-
Cahn-Hilliard (PNPCH) system. The numerical scheme is based on the Energetic Vari-
ational Approach of the physical model, which is reformulated as a non-constant mo-
bility gradient flow of a free-energy functional that consists of singular logarithmic
energy potentials arising from the PNP theory and the Cahn-Hilliard surface diffu-
sion process. The mobility function is explicitly updated, while the logarithmic and
the surface diffusion terms are computed implicitly. The primary challenge in the de-
velopment of theoretical analysis on optimal error estimate has been associated with
the nonlinear parabolic coefficients. To overcome this subtle difficulty, an asymptotic
expansion of the numerical solution is performed, so that a higher order consistency
order can be obtained. The rough error estimate leads to a bound in maximum norm
for concentrations, which plays an essential role in the nonlinear analysis. Finally, the
refined error estimate is carried out, and the desired convergence estimate is accom-
plished. Numerical results are presented to demonstrate the convergence order and
performance of the numerical scheme in preserving physical properties and capturing
ionic steric effects in concentrated electrolytes.
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1 Introduction

The well-known Poisson-Nernst-Planck (PNP) theory has been widely applied to de-
scribe the ion transport in many biological processes and technological applications, such
as ion channels, semiconductors, and electric double layer capacitors [2, 4, 40, 60]. Al-
though it has achieved great success in many applications, the PNP theory has many
limitations due to its mean-field nature. In the mean-field approximation, ions are treated
as point charges that only interact with the background electric potential arising from the
charges in the system. As such, ionic steric effect and ion-ion correlation have been ig-
nored. However, such ignored effects could be crucial to description of ion transport in
some scenarios, e.g., charge dynamics in concentrated electrolytes and ions permeation
through ion channels.

To overcome the limitations, various modified PNP theories with steric effects have
been proposed recently. Based on a lattice gas model, ionic steric effect has been taken
into account through the incorporation of entropy of solvent molecules to the electrostatic
free energy [6, 31–34, 39, 44, 61]. Another approach is to consider steric effects via includ-
ing the Lennard-Jones potential for hard-sphere repulsions [18,30,36]. To avoid computa-
tionally inefficient integro-differential equations, local approximations of nonlocal terms
up to the leading order have been proposed to get reduced local models [28, 30, 36]. To
get more accurate models, regularization terms of concentration gradient energies can
be further included to describe the steric interactions [20–23]. The proposal of such con-
centration gradient terms follows the same spirit as the Ginzburg-Landau theory for the
description of phase separation in mixtures.

Considering an H−1 gradient flow of the electrostatic free energy with the additional
concentration gradient energies, one can obtain the following Poisson-Nernst-Planck-
Cahn-Hilliard (PNPCH) system:























∂cl

∂t
=Dl∇·

[

cl∇

(

zlφ+lncl+
M

∑
n=1

glncn−σl∆cl

)

]

, l=1,2,.. . ,M,

−∇·(κ∇φ)=
M

∑
l=1

zlcl+ρ f ,

where φ is the electrostatic potential, cl is the ion concentration for the l-th species, zl is
the valence, M is the total number of the ionic species, ρ f is the fixed charge density, κ
and Dl are coefficients arising from nondimensionalization, G = (gln) is the coefficient
matrix for steric interactions, and σl is a gradient energy coefficient. Since its proposal
in the work [20], the PNPCH system has been applied to study the ion transport in ion
channels [22] and charge dynamics in room temperature ionic liquids [21, 23].

In this work, we consider structure-preserving numerical methods and their error
estimates for the PNPCH system. For simplicity of presentation, we assume a homo-
geneous source term ρ f ≡ 0, and M= 2, which corresponds to only two species of ions,
denoted as n and p. The analysis of this work could be easily extended to the case of
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multi concentrations and non-homogeneous source terms. In addition, we set Dn = 1,
κ=1, zn=−1, and zp=1, after a careful scaling process. In turn, the two-species PNPCH
system could be rewritten as

∂tn=∇·
(

n∇(−φ+lnn+g11n+g12 p−σn∆n)
)

, (1.1)

∂t p=∇·
(

Dp∇(φ+ln p+g21n+g22 p−σp∆p)
)

, (1.2)

−∆φ= p−n, (1.3)

in which G=(gi,j) is a 2×2 symmetric matrix. Periodic boundary conditions are imposed
for the PNPCH system (1.1)-(1.3). After nondimensionalization, the free energy of the
charged system is formulated as

E(n,p)=
∫

Ω

{

nlnn+pln p+(n,p)G(n,p)T+
1

2
σn|∇n|2+

1

2
σp|∇p|2

}

dx+
1

2
‖n−p‖2

H−1 , (1.4)

and the PDE system (1.1)-(1.3) turns out to be the following conserved gradient flow:

∂tn=∇·(n∇µn), ∂t p=D∇·
(

p∇µp

)

. (1.5)

In more details, µn and µp are the dimensionless chemical potentials calculated as

µn :=δnE= lnn+1+(−∆)−1(n−p)+g11n+g12 p−σn∆n, (1.6)

µp :=δpE= lnp+1+(−∆)−1(p−n)+g21n+g22 p−σp∆p, (1.7)

and φ is the solution to −∆φ = p−n, with periodic boundary conditions. In fact, the
energy dissipation law could be derived as

dtE=−
∫

Ω

{

n|∇µn|
2+Dp

∣

∣∇µp

∣

∣

2
}

dx≤0.

Recent years have seen great progress on the development of structure-preserving
numerical methods for the classical PNP-type equations [9, 10, 19, 27, 29, 37, 38, 48, 49].
For instance, a second-order accurate and energy dissipative finite difference method
based on a Slotboom transformation was proposed for the PNP equations in one di-
mension [38]. A positivity-preserving finite element scheme that uses the logarithm of
concentrations as unknowns was developed for the PNP-type equations [41]. Another
category of structure-preserving numerical methods was developed based on a gradient-
flow structure of the PNP equations. For instance, implicit numerical schemes that un-
conditionally ensure positivity, unique solvability, and energy dissipation were proposed
for a class of the Keller-Segel equations [47] and PNP equations [48]. Unconditional
structure-preserving finite difference schemes, along with convergence analysis, were
developed for the classical PNP equations [37].

The existing works of numerical methods for the PNPCH system (1.1)-(1.3) have been
very limited. It is worthy of mentioning a recent article [43], in which a finite differ-
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ence scheme is proposed. The mobility function is explicitly updated in the numerical
scheme, so that the unique solvability analysis has been facilitated. In the numerical ap-
proximation of chemical potentials, both the logarithmic and the surface diffusion terms
are computed implicitly, since these two terms turn out to be the gradient of convex na-
ture energy parts. For the steric interaction terms, a convex-concave decomposition is
available, and the convex splitting numerical approach is applied. The positivity pre-
serving property has been established at a theoretical level for the resulting numerical
algorithm, i.e., n>0 and p>0, is satisfied at a theoretical level, so that the numerical solu-
tion is well-defined in the energetic variational formulation. Moreover, an unconditional
energy stability analysis has also been proved for the numerical scheme. Similar ideas
have been applied to the other gradient model with singular energy potential, such as
the Cahn-Hilliard equation with Flory-Huggins energy potential [7, 12–14], the Poisson-
Nernst-Planck system [37, 43], liquid film droplet model [59], etc.

On the other hand, an optimal rate convergence analysis has been an open problem
for the PNPCH system (1.1)-(1.3), and we will provide such an analysis for the finite
difference scheme proposed in [43]. The primary challenge is associated with the non-
constant mobility in the variational structure, as well as the singular and nonlinear nature
of the logarithmic terms in the chemical potential expansions. In comparison, many ex-
isting works of convergence estimate for the PNP system [8, 42, 50] has been based on
a perfect Laplacian operator; as a result, the variational structure is broken and an en-
ergy stability analysis is not available for these numerical approaches. To overcome the
difficulty in terms of non-constant mobility and singular logarithmic chemical potential
terms, we have to make use of several non-standard techniques to control the nonlin-
ear parabolic coefficients. A careful calculation reveals that, a uniform distance between
the numerical solution and the singular limit value is needed to pass through the error
estimate if a nonlinear mobility function is involved with a singular logarithmic energy
potential. In fact, such a phase separation property is available for the exact PDE solu-
tion, and we are able to obtain a similar property with an application of a-priori estimates.
Meanwhile, the leading order truncation error is not sufficient to establish the required
separation property, due to the first order temporal accuracy of the numerical scheme.
To avoid such an insufficiency, we apply the technique of higher order asymptotic ex-
pansion for the numerical solution, based on a careful linearization approach. In turn,
the constructed approximate solution satisfy the numerical scheme with a higher order
consistency order, up to the second order temporal accuracy. Subsequently, this higher
order consistency analysis, combined with the convex nature of the nonlinear logarithmic
terms, enables one to derive a rough error estimate. As a consequence of the rough error
estimate, the ℓ∞ bound for both ion concentration variables could be derived, as well as
their discrete W1,4 bounds. These bounds play a crucial role in the refined error estimate,
in which the desired convergence result could be established afterward.

The rest of the article is organized as follows. In Section 2, we review the numeri-
cal scheme, and state the main theoretical results. The high order consistency analysis
is presented in Section 3, the rough error estimate is provided in Section 4, and the re-
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fined error estimate is established in Section 5. Some numerical results are provided in
Section 6. Finally, the concluding remarks are given in Section 7.

2 Numerical scheme and main theoretical results

2.1 The finite difference spatial discretization

The standard centered finite difference spatial approximation is applied. We present
the numerical approximation on the computational domain Ω = (0,1)3 with a periodic
boundary condition, and ∆x=∆y=∆z=h=1/N with N∈N to be the spatial mesh reso-
lution throughout this work. In particular, fi,j,k stands for the numerical value of f at the
cell centered mesh points ((i+1/2)h,(j+1/2)h,(k+1/2)h), and we denote Cper as

Cper :=
{

( fi,j,k) | fi,j,k = fi+αN,j+βN,k+γN, ∀i, j,k,α,β,γ∈Z
}

with the discrete periodic boundary condition imposed. In turn, the discrete average and
difference operators are evaluated at (i+1/2, j,k), (i, j+1/2,k) and (i, j,k+1/2), respec-
tively

Ax fi+ 1
2 ,j,k :=

1

2

(

fi+1,j,k+ fi,j,k

)

, Dx fi+ 1
2 ,j,k :=

1

h

(

fi+1,j,k− fi,j,k

)

,

Ay fi,j+ 1
2 ,k :=

1

2

(

fi,j+1,k+ fi,j,k

)

, Dy fi,j+ 1
2 ,k :=

1

h

(

fi,j+1,k− fi,j,k

)

,

Az fi,j,k+ 1
2

:=
1

2

(

fi,j,k+1+ fi,j,k

)

, Dz fi,j,k+ 1
2

:=
1

h

(

fi,j,k+1− fi,j,k

)

.

The corresponding operators at the staggered mesh points are defined as follows:

ax f x
i,j,k :=

1

2

(

f x
i+ 1

2 ,j,k
+ f x

i− 1
2 ,j,k

)

, dx f x
i,j,k :=

1

h

(

f x
i+ 1

2 ,j,k
− f x

i− 1
2 ,j,k

)

,

ay f
y
i,j,k :=

1

2

(

f
y

i,j+ 1
2 ,k
+ f

y

i,j− 1
2 ,k

)

, dy f
y
i,j,k :=

1

h

(

f
y

i,j+ 1
2 ,k
− f

y

i,j− 1
2 ,k

)

,

az f z
i,j,k :=

1

2

(

f z
i,j,k+ 1

2
+ f z

i,j,k− 1
2

)

, dz f z
i,j,k :=

1

h

(

f z
i,j,k+ 1

2
− f z

i,j,k− 1
2

)

.

In turn, for a scalar cell-centered function g and a vector function ~f =( f x, f y, f z)T, with
f x, f y and f z evaluated at (i+1/2, j,k), (i, j+1/2,k), (i, j,k+1/2), respectively, the discrete
divergence is defined as

∇h ·
(

g~f
)

i,j,k
=dx (Axg· f x)i,j,k+dy

(

Ayg· f y
)

i,j,k
+dz (Azg· f z)i,j,k . (2.1)

In particular, if ~f =∇hφ=(Dxφ,Dyφ,Dzφ)T for certain scalar grid function φ, the corre-
sponding divergence becomes

∇h ·
(

g∇hφ
)

i,j,k
=dx (Axg·Dxφ)i,j,k+dy

(

Ayg·Dyφ
)

i,j,k
+dz (Azg·Dzφ)i,j,k , (2.2)

(∆hφ)i,j,k =∇h ·
(

∇hφ
)

i,j,k
=dx (Dxφ)i,j,k+dy

(

Dyφ
)

i,j,k
+dz (Dzφ)i,j,k . (2.3)
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For two cell-centered grid functions f and g, its discrete L2 inner product and the
associated ℓ2 norm are defined as

〈 f ,g〉Ω :=h3
N

∑
i,j,k=1

fi,j,kgi,j,k, ‖ f‖2 :=
(

〈 f , f 〉Ω

)
1
2 .

In turn, the mean zero space is introduced as

C̊per :=

{

f ∈Cper

∣

∣

∣

∣

0= f :=
h3

|Ω|

m

∑
i,j,k=1

fi,j,k

}

.

Similarly, for two vector grid functions ~f = ( f x, f y, f z)T, ~g = (gx,gy,gz)T, with f x(gx),
f y(gy), f z(gz) evaluated at (i+1/2, j,k), (i, j+1/2,k), (i, j,k+1/2), respectively, the cor-
responding discrete inner product becomes

[

~f ,~g
]

:=[ f x,gx]x+[gy,gy]y+[ f z,gz]z ,

[ f x,gx]x := 〈ax( f xgx),1〉, [ f y,gy]y :=
〈

ay( f ygy),1
〉

, [ f z,gz]z := 〈az( f zgz),1〉.

In addition to the discrete ‖·‖2 norm, the discrete maximum norm is defined as

‖ f‖∞ := max
1≤i,j,k≤N

| fi,j,k|.

Moreover, the discrete H1
h and H2

h norms are introduced as

‖∇h f‖2
2 :=[∇h f ,∇h f ]= [Dx f ,Dx f ]x+

[

Dy f ,Dy f
]

y
+[Dz f ,Dz f ]z ,

‖ f‖2
H1

h
:=‖ f‖2

2+‖∇h f‖2
2 , ‖ f‖2

H2
h

:=‖ f‖2
H1

h
+‖∆h f‖2

2.

The summation by parts formulas are recalled in the following lemma; the detailed proof
could be found in [26, 55, 57, 58].

Lemma 2.1 ([26, 55, 57, 58]). For any ψ,φ,g∈Cper, and any ~f = ( f x, f y, fz)T, with f x, f y, f z

evaluated at (i+1/2, j,k), (i, j+1/2,k), (i, j,k+1/2), respectively, the following summation by
parts formulas are valid:

〈

ψ∇h ·~f
〉

=−
[

∇hψ,~f
]

,
〈

ψ,∇h ·(g∇hφ)
〉

=−[∇hψ,Ahg∇hφ], (2.4)

in which Ah corresponds to the average operator given by Ax, Ay and Az.

A discrete Sobolev embedding from H2
h into ℓ∞ has been proved in [11]. This inequal-

ity will be useful in the later convergence analysis.

Lemma 2.2 ([11]). For any 3-D periodic grid function f (over cell centered mesh points), we have

‖ f‖∞ ≤C
(

‖ f‖2+‖∆h f‖2

)

. (2.5)
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In addition, we denote C1 as the constant associated with the discrete Poincaré in-
equality

‖∇h f‖2≥C1‖ f‖2 for any f with f =0. (2.6)

Remark 2.1. For ease of presentation, we consider periodic boundary conditions in the
numerical analysis. The numerical scheme and corresponding analysis can be extended
to homogenous Neumann boundary conditions. For non-homogeneous ones, the mass
conservation and energy dissipation properties should be accordingly modified and the
auxiliary functions can be introduced to deal with the non-homogeneous boundary data.
For more complicated boundary conditions, the convergence analysis is more mathemat-
ically involved and will be considered in our future work.

2.2 Review of numerical scheme and properties

The following finite difference scheme has been proposed in a recent work [43]: given
nm,pm ∈Cper, find nm+1,pm+1∈Cper such that

nm+1−nm

∆t
=∇h ·

(

M̆m
n ∇hµm+1

n

)

, (2.7)

pm+1−pm

∆t
=∇h ·

(

M̆m
p ∇hµm+1

p

)

, (2.8)

µm+1
n = lnnm+1+(−∆h)

−1
(

nm+1−pm+1
)

+gc
11nm+1+gc

12 pm+1

−ge
11nm−ge

12 pm−σn∆hnm+1, (2.9)

µm+1
p = lnpm+1+(−∆h)

−1
(

pm+1−nm+1
)

+gc
21nm+1+gc

22 pm+1

−ge
21nm−ge

22 pm−σp∆h pm+1. (2.10)

Here, we have used a convex-concave decomposition of the symmetric matrix G

G=Gc−Ge, (2.11)

in which both Gc =(gc
i,j) and Ge =(ge

i,j) are non-negative definite matrices. The mobility

functions at the face-centered mesh points are defined as

(M̆m
n )i+ 1

2 ,j,k :=Ax(M
m
n )i+ 1

2 ,j,k,

(M̆m
n )i,j+ 1

2 ,k :=Ay(M
m
n )i,j+ 1

2 ,k,

(M̆m
n )i,j,k+ 1

2
:=Az(M

m
n )i,j,k+ 1

2
,

(2.12)

in which (Mm
n )i,j,k = nm

i,j,k, (Mm
p )i,j,k = Dpm

i,j,k. Similar definitions could be introduced

for M̆m
p .

It is clear that the numerical solution to (2.7)-(2.10) is mass conservative, i.e.,

nm=n0 :=β0, pm = p0 :=β0 with 0<β0, ∀m≥1, (2.13)
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in which the average operator is given by f =(1/|Ω|)〈 f ,1〉. In addition, a few notations
need to be introduced, to facilitate the analysis in later sections. For any ϕ ∈ C̊per, the
weighted discrete norm is defined as

‖ϕ‖L−1
M̆
=
√

〈

ϕ,L−1
M̆
(ϕ)
〉

, (2.14)

in which ψ=L−1
M̆
(ϕ)∈C̊per is the unique solution that solves

LM̆(ψ) :=−∇h ·(M̌∇hψ)= ϕ. (2.15)

In a simplified case of M̆≡ 1, it is obvious that LM̆(ψ) =−∆hψ, and the discrete H−1
h

norm is introduced as

‖ϕ‖−1,h=
√

〈ϕ,(−∆h)−1(ϕ)〉.

The positivity-preserving and unique solvability properties have been established in
our recent work [43].

Theorem 2.1 ([43]). Given nm,pm∈Cper, with 0<nm
i,j,k,pm

i,j,k, 1≤ i, j,k≤N, and nm−pm∈C̊per,

there exists a unique solution (nm+1,pm+1)∈ [Cper]2 to the numerical scheme (2.7)-(2.10), with

0<nm+1
i,j,k ,pm+1

i,j,k , 1≤ i, j,k≤N and nm+1−pm+1∈C̊per.

The discrete energy is defined as

Eh(n,p) := 〈nlnn+pln p,1〉+
1

2
‖n−p‖2

−1,h+
1

2

〈

(n,p),G(n,p)T
〉

+
1

2
σn‖∇hn‖2

2+
1

2
σp‖∇p p‖2

2. (2.16)

Theorem 2.2 ([43]). For the numerical solution (2.7)-(2.10), we have

Eh(n
m+1,pm+1)+∆t

(

[

M̆m
n ∇hµm+1

n ,∇hµm+1
n

]

+
[

M̆m
p ∇hµm+1

p ,∇hµm+1
p

]

)

≤Eh(n
m,pm), (2.17)

so that Eh(n
m,pm)≤Eh(n

0,p0)≤C0, for all m∈N, where C0>0 is a constant independent of h.

2.3 Main theoretical result: Optimal rate convergence analysis

Denote (N,P,Φ) as the exact PDE solution for the non-dimensional PNPCH system (1.1)-
(1.3). We are able to assume a regularity of class R for the exact solution

N,P∈R :=H4
(

0,T;Cper(Ω)
)

∩H3
(

0,T;C2
per(Ω)

)

∩L∞
(

0,T;C8
per(Ω)

)

, (2.18)

if the initial data are regular enough. Moreover, the following separation property is
assumed for the exact solution:

N≥ǫ0, P≥ǫ0 for some ǫ0>0 at a point-wise level. (2.19)
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Meanwhile, the Fourier projection of the exact solution is introduced

NN(·,t) :=PNN(·,t), PN(·,t) :=PNP(·,t)

with the projection into BK, the space of trigonometric polynomials of degree to and
including K (with N = 2K+1). Subsequently, the projection approximation estimate is
standard

‖NN−N‖L∞(0,T;Hk)≤Chℓ−k‖N‖L∞(0,T;Hℓ),

‖PN−P‖L∞(0,T;Hk)≤Chℓ−k‖P‖L∞(0,T;Hℓ)

(2.20)

for any 0 ≤ k ≤ ℓ, provided that (N,P) ∈ L∞(0,T;Hℓ
per(Ω)). In fact, the Fourier projec-

tion estimate (2.20) does not automatically ensure the positivity of the ion concentration
variables; however, by taking h sufficiently small, a similar phase separation property is
valid: NN ≥ (3/4)ǫ0, PN ≥ (3/4)ǫ0.

Meanwhile, a notation N
m
N =NN(·,tm), Pm

N =PN(·,tm) (with tm =m·∆t) is introduced,
to facilitate the presentation. The mass conservative property is obvious at the discrete
level

N
m
N =

1

|Ω|

∫

Ω
NN(·,tm)dx=

1

|Ω|

∫

Ω
NN(·,tm−1)dx=N

m−1
N ,

P
m
N =P

m−1
N , ∀m∈N, (similar analysis),

(2.21)

due to the fact that (NN ,PN) ∈ BK. On the other hand, the mass conservative identity
(2.13) of the numerical solution (2.7)-(2.8) is recalled. In turn, the following point-wise
interpolation is taken for the initial data in the numerical solution:

(n0)i,j,k :=NN(pi,pj,pk,t=0), (p0)i,j,k :=PN(pi,pj,pk,t=0). (2.22)

For the exact electric potential Φ, we denote its Fourier projection as ΦN . Subsequently,
the following definition is introduced for the error grid function:

em
n :=PhN

m
N−nm, em

p :=PhP
m
N−pm, em

φ :=PhΦm
N−φm, ∀m∈N. (2.23)

The above analysis implies that em
n = em

p =0 for any m∈N.
The following theorem is the main result of this article.

Theorem 2.3. Given initial data N(·,t=0),P(·,t=0)∈C6
per(Ω), suppose the exact solution for

the PNPCH system (1.1)-(1.2) is of regularity class R. Then, provided ∆t and h are sufficiently
small, and under the linear refinement requirement C1h≤∆t≤C2h, we have

‖em
n ‖2+‖em

p ‖2+

(

∆t
m

∑
k=1

(

∥

∥∆hek
n

∥

∥

2

2
+
∥

∥∆hek
p

∥

∥

2

2

)

) 1
2

+
∥

∥em
φ

∥

∥

H2
h
≤C(∆t+h2) (2.24)

for all positive integers m, such that tm =m∆t≤ T, where C1, C2, and C are positive constants
independent of ∆t and h.
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3 Higher order consistency analysis of (2.7)-(2.10): Asymptotic

expansion of the numerical solution

The Taylor expansion in both time and space indicates a first order temporal accuracy
in time and second order spatial accuracy for the discrete equations (2.7)-(2.10), with
a substitution of the project solution NN , PN . However, such a leading local truncation
error will not be sufficient to recover an a priori ℓ∞ bound for the numerical solution
to establish the separation property. To deal with this theoretical challenge, we have to
perform a higher order consistency analysis, with the help of linearization technique,
which would be sufficient to derive such a bound in later analysis. In more details, we
construct two supplementary fields, namely N∆t,1, P∆t,1, and define the following profiles:

N̂=NN+∆tPNN∆t,1, P̂=PN+∆tPNP∆t,1. (3.1)

In fact, a higher O(∆t2+h2) consistency is satisfied with the given numerical scheme
(2.7)-(2.10). The constructed profiles, N∆t,1 and P∆t,1, Ph,1 will depend solely on the exact
solution (N,P). In other words, a higher order approximate expansion of the exact solu-
tion is introduced to overcome the difficulty that a leading order consistency estimate is
not able to control the ℓ∞ norm of the numerical solution. Instead of substituting the ex-
act solution into the numerical scheme, a careful construction of an approximate profile
is performed by adding O(∆t) correction terms, so that an O(∆t2+h2) truncation error is
satisfied. In turn, we estimate the numerical error function between the constructed pro-
file and the numerical solution, instead of a direct comparison between the numerical so-
lution and exact solution. Such a higher order consistency enables one to derive a higher
order convergence estimate in the ‖·‖2 norm, which in turn leads to the ℓ∞ and ‖·‖

W1,4
h

bounds of the numerical solution, via an application of inverse inequality. This approach
has been reported for a wide class of nonlinear PDEs; see the related works for the in-
compressible fluid equation [16,17,45,46,52–54], various gradient equations [1,24,25,35],
the porous medium equation based on the energetic variational approach [15], nonlinear
wave equation [56], etc.

The following truncation error analysis for the temporal discretization can be ob-
tained by using a straightforward Taylor expansion in time, combined with the projection
estimate (2.20):

N
m+1
N −N

m
N

∆t
=∇·

(

N
m
N∇
(

lnNm+1
N +(−∆)−1(Nm+1

N −P
m+1
N )

)

+gc
11N

m+1
N

+gc
12P

m+1
N −ge

11N
m
N−ge

12P
m
N−σn∆hN

m+1
N

)

+∆t
(

G
(0)
n

)m
+O(∆t2)+O(hm0), (3.2)

P
m+1
N −P

m
N

∆t
=∇·

(

DP
m
N∇
(

lnPm+1
N +(−∆)−1(Pm+1

N −N
m+1
N )

)

+gc
21N

m+1
N

+gc
22P

m+1
N −ge

21N
m
N−ge

22P
m
N−σp∆hP

m+1
N

)



Y. Qian, C. Wang and S. Zhou / CSIAM Trans. Appl. Math., 4 (2023), pp. 345-380 355

+∆t
(

G
(0)
p

)m
+O(∆t2)+O(hm0). (3.3)

The spectral accuracy order is given by m0 ≥ 4, and the spatial functions G
(0)
n , G

(0)
p are

smooth enough in the sense that their derivatives are bounded.
Subsequently, the leading order temporal correction function (N∆t,1,P∆t,1) turns out

to be the following equations:

∂tN∆t,1=∇·

(

N∆t,1∇
(

lnNN+(−∆)−1(NN−PN)+g11NN+g12PN−σn∆NN

)

+NN∇

(

1

NN
N∆t,1+(−∆)−1

(

N∆t,1−P∆t,1

)

)

+NN∇
(

g11N∆t,1+g12P∆t,1−σn∆N∆t,1

)

)

−G
(0)
n , (3.4)

∂tP∆t,1=∇·

(

DP∆t,1∇
(

lnPN+(−∆)−1(PN−NN)+g21NN+g22PN−σn∆PN

)

+DPN∇

(

1

PN
P∆t,1+(−∆)−1(P∆t,1−N∆t,1)

)

+DPN∇
(

g21N∆t,1+g22P∆t,1−σp∆P∆t,1

)

)

−G
(0)
p . (3.5)

Existence of a solution of the above linear PDE system is straightforward; see the related
textbook reference [51]. In fact, the solution depends only on the projection solution
(NN ,PN), and the derivatives of (N∆t,1,P∆t,1) are bounded in various orders. Also, trivial
initial data N∆t,1(·,t=0), P∆t,1(·,t=0)≡0 could be imposed in (3.4)-(3.5). As a result, the
mass conservative property is valid for (N∆t,1,P∆t,1)

N∆t,1(·,tk)=P∆t,1(·,tk)=0, ∀ k≥0. (3.6)

An application of the semi-implicit discretization (as given by (3.2)-(3.3)) to (3.4)-(3.5)
implies that

N
m+1
∆t,1 −N

m
∆t,1

∆t
=∇·

(

N
m
∆t,1∇

(

lnNm+1
N +(−∆)−1

(

N
m+1
N −P

m+1
N

)

)

+N
m
∆t,1∇

(

gc
11N

m+1
N +gc

12P
m+1
N −ge

11N
m
N−ge

12P
m
N−σn∆Nm+1

N

)

+N
m
N∇

(

1

N
m+1
N

N
m+1
∆t,1 +(−∆)−1

(

N
m+1
∆t,1 −P

m+1
∆t,1

)

)

+N
m
N∇

(

gc
11N

m+1
∆t,1 +gc

12P
m+1
∆t,1 −ge

11N
m
∆t,1−ge

12P
m
∆t,1−σn∆Nm+1

∆t,1

)

)

−
(

G
(0)
n

)m
+∆thm

1 +O(∆t2), (3.7)



356 Y. Qian, C. Wang and S. Zhou / CSIAM Trans. Appl. Math., 4 (2023), pp. 345-380

P
m+1
∆t,1 −P

m
∆t,1

∆t
=∇·

(

DP
m
∆t,1∇

(

lnPm+1
N +(−∆)−1

(

P
m+1
N −N

m+1
N

)

)

+DP
m
∆t,1∇

(

gc
21N

m+1
N +gc

22P
m+1
N −ge

21N
m
N−ge

22P
m
N−σp∆Pm+1

N

)

+D(PN)
m∇

(

1

P
m+1
N

P
m+1
∆t,1 +(−∆)−1

(

P
m+1
∆t,1 −N

m+1
∆t,1

)

)

+D(PN)
m∇

(

gc
21N

m+1
∆t,1 +gc

22P
m+1
∆t,1 −ge

21N
m
∆t,1−ge

22P
m
∆t,1−σp∆Pm+1

∆t,1

)

)

−
(

G
(0)
p

)m
+∆thm

2 +O(∆t2). (3.8)

Consequently, a combination of (3.2)-(3.3) and (3.7)-(3.8) leads to the second order tem-
poral truncation error for N̂1 :=NN+∆tPNN∆t,1, P̂1 :=PN+∆tPNP∆t,1

N̂
m+1
1 −N̂

m
1

∆t
=∇·

(

N̂
m
1 ∇

(

lnN̂m+1
1 +(−∆)−1

(

N̂
m+1
1 −P̂

m+1
1

)

)

+N̂
m
1 ∇

(

gc
11N̂

m+1
1 +gc

12P̂
m+1
1 −ge

11N̂
m
1 −ge

12P̂
m
1 −σn∆N̂m+1

1

)

)

+O(∆t2)+O(hm0), (3.9)

P̂
m+1
1 −P̂

m
1

∆t
=∇·

(

DP̂
m
1 ∇

(

lnP̂m+1
1 +(−∆)−1

(

P̂
m+1
1 −N̂

m+1
1

)

)

+DP̂
m
1 ∇

(

gc
21N̂

m+1
1 +gc

22P̂
m+1
1 −ge

21N̂
m
1 −ge

22P̂
m
1 −σp∆P̂m+1

1

)

)

+O(∆t2)+O(hm0). (3.10)

In the derivation of (3.9)-(3.10), the following linearized expansions have been utilized:

lnN̂1= ln(NN+∆tPNN∆t,1)= lnNN+
∆tPNN∆t,1

NN
+O(∆t2), (3.11)

lnP̂1= ln(PN+∆tPNP∆t,1)= lnPN+
∆tPNP∆t,1

PN
+O(∆t2). (3.12)

Furthermore, an application of finite difference approximation, combined with the
Taylor expansion in space, yields the truncation error for (N̂,P̂) (as given by (3.1))

N̂
m+1−N̂

m

∆t
=∇h ·

(

A(N̂m)∇h

(

lnN̂m+1+(−∆h)
−1
(

N̂
m+1−P̂

m+1
)

+gc
11N̂

m+1

+gc
12P̂

m+1−ge
11N̂

m−ge
12P̂

m−σn∆hN̂
m+1

)

)

+τm+1
n , (3.13)

P̂
m+1−P̂

m

∆t
=∇h ·

(

DA(P̂m)∇h

(

lnP̂m+1+(−∆h)
−1
(

P̂
m+1−N̂

m+1
)

+gc
21N̂

m+1
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+gc
22P̂

m+1−ge
21N̂

m−ge
22P̂

m−σp∆hP̂
m+1

)

)

+τm+1
p , (3.14)

where
∥

∥τm+1
n

∥

∥

2
,
∥

∥τm+1
p

∥

∥

2
≤C(∆t2+h2).

Based on the mass conservative property (3.6), combined with similar arguments as
in (2.21), we conclude that

n0≡ N̂
0, p0≡ P̂

0, nk=n0, pk = p0, ∀ k≥0, (3.15)

N̂k =
1

|Ω|

∫

Ω
N̂(·,tk)dx=

1

|Ω|

∫

Ω
N̂

0dx=n0, P̂k = p0, ∀ k≥0. (3.16)

In addition, since (N̂,P̂) is mass conservative at a discrete level, we see that the local
truncation error τn and τp have a similar property

τm+1
n =τm+1

p =0, ∀m≥0. (3.17)

As another important feature, it is observed that the temporal correction functions
(N∆t,1,P∆t,1) are point-wise bounded. A combination of this fact with the separation
property (2.19) (for the exact solution) leads to a similar lower bound for the constructed
profile (N̂,P̂)

N̂≥ǫ⋆0 , P̂≥ǫ⋆0 for ǫ⋆0 =
1

2
ǫ0>0, (3.18)

provided that ∆t and h are sufficiently small, in which the projection estimate (2.20) has
been repeatedly used. This uniform bound will be used in the convergence analysis. In
addition, since the correction functions only depend on (NN ,PN) and the exact solution,
its W1,∞ norm will stay bounded. In turn, we are able to obtain a discrete W1,∞ bound for
the constructed profile (N̂,P̂)

‖N̂k‖∞ ≤C⋆, ‖P̂k‖∞ ≤C⋆, ‖∇hN̂
k‖∞ ≤C⋆, ‖∇hP̂

k‖∞ ≤C⋆, ∀ k≥0. (3.19)

The reason for such a higher order asymptotic expansion and truncation error esti-
mate is to justify an a priori ℓ∞ bound of the numerical solution, which is needed to
obtain the separation property, similarly formulated as (3.18) for the constructed approx-
imate solution. With such a property valid for both the constructed approximate solution
and the numerical solution, the nonlinear error term could be appropriately analyzed in
the ℓ∞(0,T;ℓ2) convergence estimate.

4 A rough error estimate

Instead of a direct analysis for the error function defined in (2.23), we introduce alternate
numerical error functions

ñm :=PhN̂
m−nm, p̃m :=PhP̂

m−pm, φ̃m :=(−∆h)
−1( p̃m−ñm), ∀m∈N. (4.1)
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The advantage of such a numerical error function is associated with its higher order accu-
racy, which comes from the higher order consistency estimate (3.13)-(3.14). Because of the
fact that ñm= p̃m=0, for any m≥0 (which comes from the identities (3.15)-(3.16)), it is clear
that the discrete norm ‖·‖−1,h is well defined for the error grid function (ñm, p̃m). In turn,
subtracting the numerical scheme (2.7)-(2.10) from the consistency estimate (3.13)-(3.14)
gives

ñm+1−ñm

∆t
=∇h ·

(

nm∇hµ̃m+1
n +ñm∇hV

m+1
n

)

+τm+1
n , (4.2)

p̃m+1− p̃m

∆t
=∇h ·

(

Dpm∇hµ̃m+1
p +Dp̃m∇hV

m+1
p

)

+τm+1
p (4.3)

with the following expansions:

µ̃m+1
n = lnN̂m+1−lnnm+1+(−∆h)

−1(ñm+1− p̃m+1)+gc
11ñm+1

+gc
12 p̃m+1−ge

11ñm−gc
12 p̃m−σn∆hñm+1, (4.4)

Vm+1
n = lnN̂m+1+(−∆h)

−1(N̂m+1−P̂
m+1)+gc

11N̂
m+1

+gc
12P̂

m+1−ge
11N̂

m−gc
12P̂

m−σn∆hN̂
m+1, (4.5)

µ̃m+1
p = lnP̂m+1−lnpm+1+(−∆h)

−1( p̃m+1−ñm+1)+gc
21ñm+1

+gc
22 p̃m+1−ge

21ñm−gc
22 p̃m−σn∆h p̃m+1, (4.6)

Vm+1
p = lnP̂m+1+(−∆h)

−1(P̂m+1−N̂
m+1)+gc

21N̂
m+1

+gc
22P̂

m+1−ge
21N̂

m−gc
22P̂

m−σp∆hP̂
m+1. (4.7)

Since Vm+1
n and Vm+1

p only depend on the exact solution and the constructed profiles, it

is reasonable to assume a discrete W1,∞ bound
∥

∥Vm+1
n

∥

∥

W1,∞
h

,
∥

∥Vm+1
p

∥

∥

W1,∞
h

≤C⋆. (4.8)

In addition, to proceed with the nonlinear analysis, we make the following a priori as-
sumption at the previous time step:

‖ñm‖2+‖p̃m‖2≤∆t
15
8 +h

15
8 , ‖∆h ñm‖2+‖∆h p̃m‖2≤∆t

11
8 +h

11
8 . (4.9)

This a priori assumption will be recovered by the optimal rate convergence analysis at the

next time step, as will be proved later. In turn, a discrete ℓ∞ and W1,∞
h bound is available

for the numerical error function at the previous time step, with the help of the discrete
Sobolev inequality (2.5) (in Lemma 2.2), as well as the inverse inequality

‖ñm‖∞ ≤C
(

‖ñm‖2+‖∆h ñm‖2

)

≤C
(

∆t
11
8 +h

11
8

)

≤
1

2
ǫ∗0 ≤1, (4.10)

‖∇h ñm‖∞ ≤
C‖∆hñm‖2

h
1
2

≤
C
(

∆t
11
8 +h

11
8

)

h
1
2

≤C
(

∆t
7
8 +h

7
8

)

≤1, (4.11)
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where the linear refinement constraint C1h≤∆t≤C2h has been used. A similar argument
gives

‖p̃m‖∞ ≤C
(

∆t
11
8 +h

11
8

)

≤
1

2
ǫ∗0 ≤1, ‖∇h p̃m‖∞ ≤C

(

∆t
7
8 +h

7
8

)

≤1. (4.12)

Subsequently, the following W1,∞
h bound is available for the numerical solution at the

previous time step, combined with the regularity assumption (3.19):

‖nm‖∞ ≤‖N̂m‖∞+‖ñm‖∞ ≤ C̃3 :=C⋆+1, ‖pm‖∞ ≤ C̃3, (4.13)

‖∇hnm‖∞ ≤‖∇hN̂
m‖∞+‖∇hñm‖∞ ≤C⋆+1= C̃3, ‖∇h pm‖∞ ≤= C̃3. (4.14)

As a further bound, a combination of the ℓ∞ estimate (4.10), (4.12) for the numerical error
function and the separation estimate (3.18) leads to a similar separation property for the
numerical solution at the previous time step, at a point-wise level

nm≥ N̂
m−‖ñm‖∞ ≥

ǫ⋆0
2

, pm ≥ P̌
m−‖p̃m‖∞ ≥

ǫ⋆0
2

. (4.15)

The following proposition states the rough error estimate result.

Proposition 4.1. Under the regularity requirement assumption (4.8) for the constructed profiles
Vm+1

n , Vm+1
p , as well as the a priori assumption (4.9) for the numerical solution at the previous

time step, we have a rough error estimate

∥

∥ñm+1
∥

∥

2
+
∥

∥∇hñm+1
∥

∥

2
+
∥

∥ p̃m+1
∥

∥

2
+
∥

∥∇h p̃m+1
∥

∥

2
≤∆t

5
4 +h

5
4 . (4.16)

Proof. Taking a discrete inner product with (4.2), (4.3) by µ̃n+1
n , µ̃n+1

p , respectively, gives

〈

ñm+1,µ̃m+1
n

〉

+
〈

p̃m+1,µ̃m+1
p

〉

+∆t
(

〈

A(nm)∇hµ̃m+1
n ,∇hµ̃m+1

n

〉

+D
〈

A(pm)∇hµ̃m+1
p ,∇hµ̃m+1

p

〉

)

=
〈

ñm,µ̃m+1
n

〉

+
〈

p̃m,µ̃m+1
p

〉

+∆t
(

〈

τm+1
n ,µ̃m+1

n

〉

+
〈

τm+1
p ,µ̃m+1

p

〉

)

−∆t
(

〈

A(ñm)∇hV
m+1
n ,∇hµ̃m+1

n

〉

+D
〈

A( p̃m)∇hV
m+1
p ,∇hµ̃m+1

p

〉

)

. (4.17)

In terms of the chemical potential diffusion terms, the following inequalities could be
derived, based on the point-wise separation estimate (4.15):

〈

A(nm)∇hµ̃m+1
n ,∇hµ̃m+1

n

〉

≥
ǫ⋆0
2

∥

∥∇hµ̃m+1
n

∥

∥

2

2
,

〈

A(pm)∇hµ̃m+1
p ,∇hµ̃m+1

p

〉

≥
ǫ⋆0
2

∥

∥∇hµ̃m+1
p

∥

∥

2

2
.

(4.18)

Since the local truncation error have zero mean, as given by (3.17), the following estimate
are available:

〈

τm+1
n ,µ̃m+1

n

〉

≤
∥

∥τm+1
n

∥

∥

−1,h
·
∥

∥∇hµ̃m+1
n

∥

∥

2
≤

2

ǫ⋆0

∥

∥τm+1
n

∥

∥

2

−1,h
+

1

8
ǫ⋆0
∥

∥∇hµ̃m+1
n

∥

∥

2

2
, (4.19)
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〈

τm+1
p ,µ̃m+1

p

〉

≤
∥

∥τm+1
p

∥

∥

−1,h
·
∥

∥∇hµ̃m+1
p

∥

∥

2
≤

2

Dǫ⋆0

∥

∥τm+1
p

∥

∥

2

−1,h
+

1

8
Dǫ⋆0

∥

∥∇hµ̃m+1
p

∥

∥

2

2
. (4.20)

Similarly, an application of the Cauchy inequality to 〈ñm,µ̃m+1
n 〉 and 〈 p̃m,µ̃m+1

p 〉 leads to

〈

ñm,µ̃m+1
n

〉

≤
∥

∥ñm
∥

∥

−1,h
·
∥

∥∇hµ̃m+1
n

∥

∥

2
≤

2

ǫ⋆0∆t

∥

∥ñm
∥

∥

2

−1,h
+

1

8
ǫ⋆0∆t

∥

∥∇hµ̃m+1
n

∥

∥

2

2
, (4.21)

〈

p̃m,µ̃m+1
p

〉

≤
∥

∥ p̃m
∥

∥

−1,h
·
∥

∥∇hµ̃m+1
p

∥

∥

2
≤

2

Dǫ⋆0∆t

∥

∥ p̃m
∥

∥

2

−1,h
+

1

8
Dǫ⋆0∆t

∥

∥∇hµ̃m+1
p

∥

∥

2

2
. (4.22)

The last two terms on the right-hand side of (4.17) could be analyzed as follows:

−
〈

A(ñm)∇hV
m+1
n ,∇hµ̃m+1

n

〉

≤
∥

∥∇hV
m+1
n

∥

∥

∞
·
∥

∥A(ñm)
∥

∥

2
·
∥

∥∇hµ̃m+1
n

∥

∥

2
≤C⋆

∥

∥ñm
∥

∥

2
·
∥

∥∇hµ̃m+1
n

∥

∥

2

≤
2(C⋆)2

ǫ⋆0

∥

∥ñm
∥

∥

2

2
+

1

8
ǫ⋆0
∥

∥∇hµ̃m+1
n

∥

∥

2

2
, (4.23)

−D
〈

A( p̃m)∇hV
m+1
p ,∇hµ̃m+1

p

〉

≤
2(C⋆)2D

ǫ⋆0

∥

∥ p̃m
∥

∥

2

2
+

1

8
Dǫ⋆0

∥

∥∇hµ̃m+1
p

∥

∥

2

2
. (4.24)

For the two terms 〈ñm+1,µ̃m+1
n 〉 and 〈 p̃m+1,µ̃m+1

p 〉, the detailed expansions in (4.4) and
(4.6) indicate the following inequalities:

〈

lnN̂m+1−lnnm+1, ñm+1
〉

=
〈

lnN̂m+1−lnnm+1, N̂m+1−nm+1
〉

≥0, (4.25)
〈

lnP̂m+1−ln pm+1, p̃m+1
〉

=
〈

lnP̂m+1−ln pm+1, P̂m+1−pm+1
〉

≥0, (4.26)

and
〈

(−∆h)
−1(ñm+1− p̃m+1),ñm+1

〉

+
〈

(−∆h)
−1( p̃m+1−ñm+1), p̃m+1

〉

=
∥

∥ñm+1− p̃m+1
∥

∥

2

−1,h
≥0, (4.27)

〈

ñm+1,−∆hñm+1
〉

=
∥

∥∇hñm+1
∥

∥

2

2
,
〈

p̃m+1,−∆h p̃m+1
〉

=
∥

∥∇h p̃m+1
∥

∥

2

2
, (4.28)

〈

ñm+1,gc
11ñm+1+gc

12 p̃m+1
〉

+
〈

p̃m+1,gc
21ñm+1+gc

22 p̃m+1
〉

≥0, (4.29)

−
〈

ñm+1,ge
11ñm+ge

12 p̃m
〉

≥−
∥

∥∇hñm+1
∥

∥

2
·
∥

∥ge
11ñm+ge

12 p̃m
∥

∥

−1,h

≥−
σn

2

∥

∥∇hñm+1
∥

∥

2

2
−(σn)−1

(

(ge
11)

2
∥

∥ñm
∥

∥

2

−1,h
+(ge

12)
2
∥

∥ p̃m
∥

∥

2

−1,h

)

, (4.30)

−
〈

p̃m+1,ge
21ñm+ge

22 p̃m
〉

≥−
∥

∥∇h p̃m+1
∥

∥

2
·
∥

∥ge
21ñm+ge

22 p̃m
∥

∥

−1,h

≥−
σp

2

∥

∥∇h p̃m+1
∥

∥

2

2
−(σp)−1

(

(ge
21)

2
∥

∥ñm
∥

∥

2

−1,h
+(ge

22)
2
∥

∥ p̃m
∥

∥

2

−1,h

)

, (4.31)
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where the positivities of (nm+1,pm+1) and (Ňm+1,P̌m+1) have been applied in the deriva-
tion of (4.25) and (4.26), as well as the application of positive-definite property of Gc in
the derivation of (4.29). Then we conclude that

〈

ñm+1,µ̃m+1
n

〉

+
〈

p̃m+1,µ̃m+1
p

〉

≥
σn

2

∥

∥∇hñm+1
∥

∥

2

2
+

σp

2

∥

∥∇h p̃m+1
∥

∥

2

2
−Q0

(∥

∥ñm
∥

∥

2

−1,h
+
∥

∥ p̃m
∥

∥

2

−1,h

)

(4.32)

with
Q0=max

(

(σn)−1(ge
11)

2+(σp)−1(ge
21)

2,(σn)−1(ge
12)

2+(σp)−1(ge
22)

2
)

.

Therefore, a substitution of (4.18)-(4.24) and (4.32) into (4.17) reveals that

ǫ⋆0
2

∆t
(

∥

∥∇hµ̃m+1
n

∥

∥

2

2
+D

∥

∥∇hµ̃m+1
p

∥

∥

2

2

)

+
σn

2

∥

∥∇hñm+1
∥

∥

2

2
+

σp

2

∥

∥∇h p̃m+1
∥

∥

2

2

≤

(

2

ǫ⋆0∆t
+Q0

)

‖ñm‖2
−1,h+

(

2

Dǫ⋆0∆t
+Q0

)

‖p̃m‖2
−1,h+

2∆t

ǫ⋆0

∥

∥τm+1
n

∥

∥

2

−1,h

+
2∆t

Dǫ⋆0

∥

∥τm+1
p

∥

∥

2

−1,h
+2(C⋆)2(ǫ⋆0)

−1∆t
(

‖ñm‖2
2+D−1‖p̃m‖2

2

)

. (4.33)

The right-hand side of (4.33) could be bounded in the following manner, based on the
a priori assumption (4.9):

(

2

ǫ⋆0∆t
+Q0

)

‖ñm‖2
−1,h≤

C

ǫ⋆0∆t
‖ñm‖2

2≤C
(

∆t
11
4 +h

11
4

)

, (4.34)

(

2

Dǫ⋆0∆t
+Q0

)

‖p̃m‖2
−1,h ≤

C

Dǫ⋆0∆t
‖p̃m‖2

2 ≤C
(

∆t
11
4 +h

11
4

)

, (4.35)

2∆t

ǫ⋆0

∥

∥τm+1
n

∥

∥

2

−1,h
+

2∆t

Dǫ⋆0

∥

∥τm+1
p

∥

∥

2

−1,h
≤C∆t

(

∥

∥τm+1
n

∥

∥

2

2
+
∥

∥τm+1
p

∥

∥

2

2

)

≤C∆t
(

∆t4+h4
)

, (4.36)

2(C⋆)2(ǫ⋆0)
−1∆t

(

‖ñm‖2
2+D−1‖p̃m‖2

2

)

≤C∆t
(

‖ñm‖2
2+‖ñm‖2

2

)

≤C
(

∆t
19
4 +h

19
4

)

, (4.37)

where the fact that ‖ f‖−1,h≤C‖ f‖2, as well as the linear refinement constraint C1h≤∆t≤
C2h, have been repeatedly applied. Going back to (4.33), we arrive at

σn

2

∥

∥∇hñm+1
∥

∥

2

2
+

σp

2

∥

∥∇h p̃m+1
∥

∥

2

2
≤C

(

∆t
11
4 +h

11
4

)

. (4.38)

This in turn reveals that

‖ñm+1‖2+‖∇hñm+1‖2+‖p̃m+1‖2+‖∇h p̃m+1‖2≤C
(

∆t
11
8 +h

11
8

)

≤∆t
5
4 +h

5
4 , (4.39)

provided that ∆t and h are sufficiently small, and the discrete Poincaré inequality (2.6)
has been applied. This inequality is exactly the rough error estimate (4.16). The proof of
Proposition 4.1 is finished.
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As a direct consequence of the rough error estimate (4.16), an application of 3D in-
verse inequality leads to

‖ñm+1‖∞+‖p̃m+1‖∞ ≤
1

h
1
2

C
(

∥

∥ñm+1
∥

∥

2
+
∥

∥∇hñm+1
∥

∥

2
+
∥

∥p̃m+1
∥

∥

2
+
∥

∥∇h p̃m+1
∥

∥

2

)

≤C
(

∆t
3
4 +h

3
4

)

≤
ǫ⋆0
2

(4.40)

under the same linear refinement requirement, provided that ∆t and h are sufficiently
small. In turn, the following separation is valid for the numerical solution at time step
tm+1:

ǫ⋆0
2
≤nm+1≤C⋆+

ǫ⋆0
2
≤ C̃3,

ǫ⋆0
2
≤ pm+1≤C⋆+

ǫ⋆0
2
≤ C̃3. (4.41)

This uniform ‖·‖∞ bound will play a very important role in the refined error estimate.
Meanwhile, by the rough error estimate (4.16), an application of inverse inequality

gives an ‖·‖8 bound for (ñm+1, p̃m+1)

∥

∥∇hñm+1
∥

∥

8
≤

C‖∇hñm+1‖2

h
9
8

≤
C
(

∆t
5
4 +h

5
4

)

h
9
8

≤1,

∥

∥∇h p̃m+1
∥

∥

8
≤1, (similarly),

(4.42)

in which the linear refinement requirement C1h≤∆t≤C2h has been applied. In turn, the
following ‖·‖8 bound becomes available for (nm+1,pm+1)

∥

∥∇hnm+1
∥

∥

8
≤
∥

∥∇hN̂
m+1

∥

∥

8
+
∥

∥∇hñm+1
∥

∥

8
≤C∗+1= C̃3,

∥

∥∇h pm+1
∥

∥

8
≤
∥

∥∇hP̂
m+1

∥

∥

8
+
∥

∥∇h p̃m+1
∥

∥

8
≤C∗+1= C̃3.

(4.43)

5 A refined error estimate

The following preliminary results are needed in the refined analysis for the numerical
error functions. The proof of Lemmas 5.1 and 5.2 has been modified from the version
in [37]. We here present the rewritten proof of Lemma 5.1 in Appendix A and just cite the
result of Lemma 5.2 in this article.

Lemma 5.1 ([37]). Under the a priori ‖·‖∞ estimate (4.13), (4.15) for the numerical solution at
the previous time step and the rough ‖·‖∞ estimate (4.41) for the one at the next time step, we
have

〈

A(nm)∇h(lnŇ
m+1−lnnm+1),∇hñm+1

〉

≥γ
(0)
n

∥

∥∇hñm+1
∥

∥

2

2
−M

(0)
n

∥

∥ñm+1
∥

∥

2

2
−M

(1)
n h8, (5.1)

D
〈

A(pm)∇h(lnP̌
m+1−ln pm+1),∇h p̃m+1

〉

≥γ
(0)
p

∥

∥∇h p̃m+1
∥

∥

2

2
−M

(0)
p

∥

∥p̃m+1
∥

∥

2

2
−M

(1)
p h8, (5.2)

where the constants γ
(0)
n , γ

(0)
p , M

(0)
n , M

(0)
p , M

(1)
n , M

(1)
p only depend on ǫ⋆0 , C⋆, C̃3, D and |Ω|.
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Lemma 5.2 ([37]). For φ̃k (for any k≥0) defined in (4.1), we have the estimate

∥

∥∇hφ̃k
∥

∥

2
≤ C̃4

∥

∥ñk− p̃k
∥

∥

2
(5.3)

for some constant C̃4>0 that is independent of h.

Lemma 5.3. Under the a priori ‖·‖∞ estimates (4.13)-(4.14), (4.15) for the numerical solution
at the previous time step, we have

−σn
〈

A(nm)∇h∆hñm+1,∇hñm+1
〉

≥γ
(1)
n

∥

∥∆hñm+1
∥

∥

2

2
−M

(2)
n

∥

∥∇hñm+1
∥

∥

2

2
, (5.4)

−Dσp
〈

A(pm)∇h∆h pm+1,∇h p̃m+1
〉

≥γ
(1)
p

∥

∥∇h p̃m+1
∥

∥

2

2
−M

(2)
p

∥

∥∇h p̃m+1
∥

∥

2

2
, (5.5)

where the constants γ
(1)
n , γ

(1)
p , M

(2)
n and M

(2)
p only depend on ǫ⋆0 , C⋆, C̃3, σn, σp, D and |Ω|.

Proof. An application of summation by parts implies that

−
〈

A(nm)∇h∆h ñm+1,∇hñm+1
〉

=
〈

∆hñm+1,∇h ·
(

A(nm)∇hñm+1
)〉

. (5.6)

Meanwhile, at a fixed grid point (i, j,k), a detailed finite difference expansion reveals that

∇h ·
(

A(nm)∇hñm+1
)

i,j,k
=nm

i,j,k∆hñm+1
i,j,k +

1

2

(

Dxnm
i+ 1

2 ,j,k
Dxñm+1

i+ 1
2 ,j,k

+Dxnm
i− 1

2 ,j,k
Dxñm+1

i− 1
2 ,j,k

)

+
1

2

(

Dynm
i,j+ 1

2 ,k
Dyñm+1

i,j+ 1
2 ,k
+Dynm

i,j− 1
2 ,k

Dyñm+1
i,j− 1

2 ,k

)

+
1

2

(

Dznm
i,j,k+ 1

2
Dzñm+1

i,j,k+ 1
2

+Dznm
i,j,k− 1

2
Dzñm+1

i,j,k− 1
2

)

. (5.7)

Subsequently, an application of discrete Hölder inequality leads to

−σn
〈

A(nm)∇h∆hñm+1,∇hñm+1
〉

=σn
〈

∆hñm+1,∇h ·
(

A(nm)∇hñm+1
)〉

≥σn min(nm)·
∥

∥∆hñm+1
∥

∥

2

2
−σn

∥

∥∇hnm
∥

∥

∞
·
∥

∥∇hñm+1
∥

∥

2
·
∥

∥∆hñm+1
∥

∥

2

≥
σnǫ∗0

2

∥

∥∆hñm+1
∥

∥

2

2
−C̃3σn

∥

∥∇hñm+1
∥

∥

2
·
∥

∥∆hñm+1
∥

∥

2

≥
σnǫ∗0

4

∥

∥∆hñm+1
∥

∥

2

2
−C̃2

3σn(ǫ∗0)
−1
∥

∥∇hñm+1
∥

∥

2

2
, (5.8)

in which the ‖·‖∞ estimates (4.14) and the phase separation property (4.15) have been
applied in the derivation. As a result, we have proved inequality (5.4), by setting

γ
(1)
n =

σnǫ∗0
4

, M
(2)
n = C̃2

3σn(ǫ∗0)
−1.

Inequality (5.5) can be established in a similar manner, the technical details are skip-
ped for the sake of brevity. This finishes the proof of Lemma 5.3.
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Now we perform the refined error estimate. Taking a discrete inner product with
(4.2), (4.3) by 2ñm+1, 2p̃m+1, respectively, leads to

1

∆t

(

‖ñm+1‖2
2−‖ñm‖2

2+‖ñm+1−ñm‖2
2+‖p̃m+1‖2

2−‖p̃m‖2
2+‖p̃m+1− p̃m‖2

2

)

+2
(

〈

A(nm)∇hµ̃m+1
n ,∇hñm+1

〉

+D
〈

A(pm)∇hµ̃m+1
p ,∇h p̃m+1

〉

)

=2
(

〈τm+1
n ,ñm+1〉+〈τm+1

p , p̃m+1〉
)

−2
(

〈

A(ñm)∇hV
m+1
n ,∇hñm+1

〉

+D
〈

A( p̃m)∇hV
m+1
p ,∇h p̃m+1

〉

)

. (5.9)

The local truncation error terms could be bounded with an application of Cauchy in-
equality

2
〈

τm+1
n ,ñm+1

〉

≤
∥

∥τm+1
n

∥

∥

2

2
+
∥

∥ñm+1
∥

∥

2

2
,

2
〈

τm+1
p , p̃m+1

〉

≤
∥

∥τm+1
p

∥

∥

2

2
+
∥

∥ p̃m+1
∥

∥

2

2
.

(5.10)

For the nonlinear diffusion error inner product, we begin with the following expansion:
〈

A(nm)∇hµ̃m+1
n ,∇hñm+1

〉

=
〈

A(nm)∇h(lnŇ
m+1−lnnm+1),∇hñm+1

〉

+
〈

A(nm)∇hφ̃m+1,∇hñm+1
〉

+
〈

A(nm)∇h

(

gc
11ñm+1+gc

12 p̃m+1−ge
11ñm−gc

12 p̃m
)

,∇hñm+1
〉

−σn
〈

A(nm)∇h∆hñm+1,∇hñm+1
〉

. (5.11)

The lower bound for the second part is straightforward
〈

A(nm)∇hφ̃m+1,∇hñm+1
〉

≥−C̃3‖∇hφ̃m+1‖2 ·‖∇h ñm+1‖2

≥−C̃3C̃4‖ñm+1− p̃m+1‖2 ·‖∇h ñm+1‖2

≥−
(

C̃3C̃4

)2(
γ
(0)
n

)−1
‖ñm+1− p̃m+1‖2

2−
1

4
γ
(0)
n ‖∇hñm+1‖2. (5.12)

The Cauchy inequality could be applied to bound the third part
〈

A(nm)∇h

(

gc
11ñm+1+gc

12 p̃m+1−ge
11ñm−gc

12 p̃m
)

,∇hñm+1
〉

≥−‖nm‖∞ ·
∥

∥∇h(gc
11ñm+1+gc

12 p̃m+1−ge
11ñm−gc

12 p̃m)
∥

∥

2
·
∥

∥∇hñm+1
∥

∥

2

≥−Qn

(

∥

∥∇hñm+1
∥

∥

2

2
+
∥

∥∇h p̃m+1
∥

∥

2

2
+
∥

∥∇hñm
∥

∥

2

2
+
∥

∥∇h p̃m
∥

∥

2

2

)

(5.13)

with

Qn=
1

2
C̃3

(

2|gc
11|+|gc

12|+|ge
11|+|ge

12|
)

,

in which the a priori ‖·‖∞ estimate (4.13) has been applied. A substitution of (5.12) and
(5.13), into (5.11), combined with the preliminary estimates (5.1), (5.4) (given by Lem-
mas 5.1, 5.3), leads to
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〈

A(nm)∇hµ̃m+1
n ,∇hñm+1

〉

≥

(

3

4
γ
(0)
n −M

(2)
n

)

∥

∥∇hñm+1
∥

∥

2

2
−M

(0)
n ‖ñm+1‖2

2

−2
(

C̃3C̃4

)2(
γ
(0)
n

)−1(
‖ñm+1‖2

2+‖p̃m+1‖2
2

)

−M
(1)
n h8+γ

(1)
n

∥

∥∆hñm+1
∥

∥

2

2

−Qn

(

∥

∥∇hñm+1
∥

∥

2

2
+
∥

∥∇h p̃m+1
∥

∥

2

2
+
∥

∥∇hñm
∥

∥

2

2
+
∥

∥∇h p̃m
∥

∥

2

2

)

. (5.14)

A similar lower bound could be derived for the other nonlinear error inner product on
the left hand side; the details are skipped for the sake of brevity

D
〈

A(pm)∇hµ̃m+1
p ,∇h p̃m+1

〉

≥

(

3

4
γ
(0)
p −M

(2)
p

)

∥

∥∇h p̃m+1
∥

∥
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with

Qp=
1

2
DC̃3

(

2|gc
22|+|gc

21|+|ge
22|+|ge

21|
)

.

The last two nonlinear error inner product terms on the right-hand side could be bounded
by a direct application of Cauchy inequality

−2
〈

A(ñm)∇hV
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n ,∇hñm+1

〉
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∥
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, (5.16)

−2D
〈

A( p̃m)∇hV
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p ,∇h p̃m+1

〉

≤DC⋆
(

∥
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∥
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∥

2

2

)

, (5.17)

in which the regularity assumption (4.8) has been used. As a result, a substitution of
(5.10), (5.14)-(5.15) and (5.16)-(5.17) into (5.9) yields
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∥

∥

2

2
+
∥

∥∇h p̃m
∥

∥

2

2

)

+
∥

∥τm+1
n

∥

∥

2

2
+
∥

∥τm+1
p

∥

∥

2

2
, (5.18)
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with the following constant representations:

M(2)=4
(

C̃3C̃4

)2
(

(

γ
(0)
n

)−1
+D2

(

γ
(0)
p

)−1
)

+2
(

M
(0)
n +M

(0)
p

)

+1, (5.19)

M(3)=2C⋆+2DC⋆, (5.20)

M(4)=2
(

M
(1)
n +M

(1)
p

)

, (5.21)

M(5)=2
(
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)

. (5.22)

Meanwhile, for k=m,m+1, a careful application of Cauchy inequality indicates that

M(5)
∥

∥∇hñk
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Its substitution into (5.18) gives
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2−‖ñm‖2

2+‖p̃m+1‖2
2−‖p̃m‖2

2

)

+γ
(0)
n

∥

∥∇hñm+1
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∥

∥

2

2
−

1

2
γ
(1)
p

∥

∥∆h p̃m
∥

∥

2

2

≤M(2)
(
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with

M(6)=max
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1
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(1)
n

)−1
(M(5))2,

1

2

(

γ
(1)
p

)−1
(M(5))2

)

.

An application of discrete Gronwall inequality results in the desired higher order conver-
gence estimate

‖ñm+1‖2+‖p̃m+1‖2+

(

∆t
m+1

∑
k=1

(

∥

∥∆hñk
∥

∥

2

2
+
∥

∥∆h p̃k
∥

∥

2

2

)

) 1
2

≤C
(

∆t2+h2
)

, (5.25)

in which the higher order truncation error accuracy, ‖τm+1
n ‖2, ‖τm+1

p ‖2≤C(∆t2+h2), has
been recalled. This completes the refined error estimate.
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Recovery of the a priori assumption (4.9)

As a result of the higher order error estimate (5.25), we notice that the a priori as-
sumption in (4.9) is satisfied at the next time step tm+1

‖ñm+1‖2+‖p̃m+1‖2≤C
(

∆t2+h2
)

≤∆t
15
8 +h

15
8 , (5.26)
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2
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)

∆t
1
2

≤C
(

∆t
3
2 +h

3
2

)

≤∆t
11
8 +h

11
8 , (5.27)

under the linear refinement requirement, C1h ≤ ∆t ≤ C2h, provided that ∆t and h are
sufficiently small. Therefore, an induction analysis could be applied. This completes the
higher order convergence analysis.

As a result, the convergence estimate (2.24) for the variable (n,p) is a direct conse-
quence of (5.25), combined with the definition (3.1) of the constructed approximate solu-
tion (N̂,P̂), as well as the projection estimate (2.20).

In terms of the convergence estimate for the electric potential variable φ, the definition
for φ̃k in (4.1) implies that

∥

∥φ̃m
∥

∥

H2
h
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∥

∥∆hφ̃m
∥

∥

2
≤

C

ε
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(
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)

. (5.28)

As a consequence, we arrive at

∥

∥φ̃m−em
φ

∥

∥

H2
h
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∥

∥∆h(φ̃
m−em

φ )
∥

∥

2
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since

(−∆h)
(

φ̃m−em
φ

)

=∆tPN(P∆t,1−N∆t,1)+τm
φ . (5.30)

In fact, the discrete elliptic regularity has been applied in (5.28), (5.29), and the truncation
error for φ is defined as τm

φ =(−∆h)ΦN−(P̂m−N̂
m). Therefore, we obtain

∥

∥em
φ

∥

∥
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h
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∥φ̃m
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h
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h
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(
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)

+C
(

∆t+h2
)
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(

∆t+h2
)

. (5.31)

This finishes the proof of Theorem 2.3.

Remark 5.1. For the classical PNP system studied in [37], the free-energy functional of the
system is convex with respect to concentrations. Meanwhile, the free-energy functional
(1.4) for the PNPCH system is non-convex due to the cross interactions described by the
matrix G, which could not be diagonally dominant. With regularization from high-order
Cahn-Hilliard terms, some tricky difference has appeared in the convergence analysis re-
ported in this work. The complicated nonlinear stability convergence analysis presented
in [37] can be partially circumvented by taking advantage of the high-order derivative
terms, while extra attention should be paid to the treatment of cross interaction terms.
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6 Numerical results

To find the numerical solution to the PNPCH system, we develop a Newton’s iteration
method to solve the fully nonlinear scheme (2.7)-(2.10) at each time step. Given the nu-
merical solution nm, pm, and φm, we initialize the Newton’s iterations with nm+1,0 = nm,
pm+1,0 = pm, and φm+1,0 = φm. Based on the l-th iteration solution, we then obtain the
(l+1)-th iteration by solving a linearized system

nm+1,l+1−nm

∆t
=∇h ·

(

M̆m
n ∇hµm+1,l+1

n

)

, (6.1)

µm+1,l+1
n = lnnm+1,l+

nm+1,l+1

nm+1,l
−1−φm+1,l+1−σn∆hnm+1,l+1

+gc
11nm+1,l+1+gc

12 pm+1,l+1−ge
11nm−ge

12 pm, (6.2)

pm+1,l+1−pm

∆t
=∇h ·

(

M̆m
p ∇hµm+1,l+1

p

)

, (6.3)

µm+1,l+1
p = ln pm+1,l+

pm+1,l+1

pm+1,l
−1+φm+1,l+1−σp∆h pm+1,l+1

+gc
21nm+1,l+1+gc

22 pm+1,l+1−ge
21nm−ge

22 pm, (6.4)

−∇h ·(∇hφm+1,l+1)= pm+1,l+1−nm+1,l+1+ρ
f
h , (6.5)

where the mobility functions are given in (2.12). Discrete periodic boundary conditions
are imposed for the difference equations. This is a linear system involving nm+1,l+1,

µm+1,l+1
n , pm+1,l+1, µm+1,l+1

p , and φm+1,l+1. For simplicity, we present the linear system
in a two dimensional setting. We denote by

nnnm+1,l+1 :=
(

nm+1,l+1
11 ,nm+1,l+1

12 ,··· ,nm+1,l+1
1N ,nm+1,l+1

21 ,··· ,nm+1,l+1
2N ,··· ,nm+1,l+1

NN

)T

the column vector consisting of the unknowns involving nm+1,l+1. The vectors µnµnµn
m+1,l+1,

pppm+1,l+1, µpµpµp
m+1,l+1, and ΦΦΦm+1,l+1 are defined analogously. In addition, we denote by

the matrices AMn
and AMp

corresponding to the discrete operators ∇h ·M̆
m
n ∇h and

∇h ·M̆
m
p ∇h, respectively. Also, we denote by the matrix A∆h

corresponding to the dis-
cretization of the discrete Laplacian ∆h. With such notations, the above linear system can
be rewritten in a matrix form

K













nnnm+1,l+1

µnµnµn
m+1,l+1
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










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









nnnm

lnnnnm+1,l−1−ge
11nnnm−ge

12pppm

pppm

lnpppm+1,l−1−ge
21nnnm−ge

22pppm

ρρρ
f
h















,
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where

K=















IN2 −∆tAMn
0 0 0

σnA∆h
−gc

11 IN2−Dn IN2 −gc
12 IN2 0 IN2

0 0 IN2 −∆tAMp
0

−gc
21 IN2 0 σpA∆h

−gc
22 IN2−Dp IN2 −IN2

IN2 0 −IN2 0 −A∆h















,

and Dn =diag{1/nnnm+1,l} and Dp =diag{1/pppm+1,l} are diagonal matrices with diagonal

elements being the column vectors 1/nnnm+1,l and 1/pppm+1,l, respectively. The Newton’s it-
erations stop when the change between two consecutive iterations becomes smaller than
a prescribed stopping criterion.

In our numerical tests, we perform a series of numerical simulations to verify the ac-
curacy of the proposed scheme and confirm its performance in preserving the desired
properties, including positivity, mass conservation, and energy dissipation, at the dis-
crete level. For simplicity, we consider the dynamics of the ionic concentrations and elec-
tric potential of a charge system consisting of symmetric binary electrolytes with D=1.

6.1 Accuracy test

We test numerical accuracy of the proposed scheme in two dimensions. We choose a com-
putational domain Ω=[−4,4]2, and take the steric interaction coefficient matrix G=(3 1

1 3)
and gradient energy coefficients σn =σp =0.01. We consider the PNPCH equations with
periodic boundary conditions

∂tn=∇·
(

n∇(−φ+lnn+g11n+g12 p−σn∆n)
)

+ fn, (6.6)

∂t p=∇·
(

Dp∇(φ+ln p+g21n+g22 p−σp∆p)
)

+ fp, (6.7)

−∆φ= p−n+ρ f , (6.8)

where the sources terms fn, fp, ρ f , and the initial conditions are determined by the con-
structed exact solution



















n=0.2e−t cos
(πx

4

)

sin
(πy

4

)

+1,

p=0.2e−t cos
(πx

4

)

sin
(πy

4

)

+1,

φ= e−t cos(πx)sin(πy).

We carry out a series of simulations on various mesh resolutions with ∆t = h2 and
compute the error with the exact solution. From Table 1, one can observe that the numer-
ical solutions of the ion concentrations and electric potential both converge to the exact
solution with a convergence order about 2, showing that the proposed numerical scheme
has the anticipated convergence accuracy.
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Table 1: The ℓ∞ error and convergence order for numerical solutions of p,n, and φ at T= 0.16 with a mesh

ratio ∆t=h2.

N ℓ∞ error in n Order ℓ∞ error in p Order ℓ∞ error in φ Order

60 2.70e-3 - 2.70e-3 - 1.54e-2 -

80 1.50e-3 2.04 1.50e-3 2.04 8.10e-3 2.23

100 9.81e-4 1.91 9.81e-4 1.91 5.10e-3 2.07

120 6.85e-4 1.97 6.85e-4 1.97 3.50e-3 2.07

6.2 Properties test and steric effect

In this case, we assess the performance of our numerical scheme in maintaining the phys-
ical properties and capturing ionic steric effects. We consider a computational domain
Ω=[−1,1]2 with periodic boundary conditions and the charge distribution function

ρ f (x,y)= e−100[(x+0.5)2+(y+0.5)2]−e−100[(x+0.5)2+(y−0.5)2]

−e−100[(x−0.5)2+(y+0.5)2]+e−100[(x−0.5)2+(y−0.5)2]. (6.9)

We take the steric interaction coefficient matrix G=( 1 15
15 1 ), the gradient energy coefficients

σn = σp = 0.0005. In our numerical simulations, we take the grid number N = 100 and a
mesh ratio ∆t=h/2.

Fig. 1 (left) displays the snapshots of concentrations and φ at different times. Starting
from a uniform initial distribution n(0,x,y)=p(0,x,y)=0.1, the ions move along the gradi-
ent of the electrostatic potential generated by the fixed charges. At T=0.5, one can see that
ions are densely accumulated in the vicinity of oppositely charged fixed charges, with the
emergence of oscillations along the radial direction. Such an overscreening structure has

Figure 1: Left: Snapshots on the dynamics of p,n and φ starting from a uniform initial ionic distribution

n(0,x,y)= p(0,x,y)=0.1. Right: The evolution of discrete energy Eh, total mass, and minimum concentration
value of both cations and anions.
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been observed in the work [3]. As time evolves, the peaks of ion concentrations decrease
when the energy gradient terms that penalize large concentration gradients gradually
come into play. Meanwhile, the oscillation pattern emerges not only in the electric dou-
ble layer but also in the bulk. Overall, one can find that the electrostatic interactions
dominate the ion dynamics in the early stage, and the effect of phase separation comes
into effect later in the development of rich self-assembly nanostructuring patterns.

As revealed in Fig. 1 (left), electrodiffusion and phase separation come into play in
different stages of the pattern formation, displaying charge dynamics of multiple time
scales. This is further confirmed by the history of the free energy of the system, as shown
in the Fig. 1 (right). One can see that the free energy decays monotonically, indicating
that our numerical scheme is energy stable. Also, the free energy has a plateau in the first
stage and then relaxes eventually to an equilibrium that corresponds to the emergence
of self-assembly nanostructuring patterns in the bulk. Such a multi-phase free-energy
dissipation is reminiscent of the metastability phenomena [23]. Multi-phase free-energy
dissipation with metastability often requires long-time simulations, which stress the need
for robust, energy stable numerical schemes that allow large time stepping. Our numer-
ical tests demonstrate that the proposed numerical scheme is able to effectively capture
such multi-phase dynamics. In addition, one can see from the upper plot of Fig. 1 (right)
that the total mass of ions, shown in the dashed line, remains constant for all the time.
The lower plot depicts the evolution of cmin, the minimum value of n and p on the com-
putational mesh, indicating that our numerical scheme can preserve positivity at discrete
level.

To understand ionic steric effects, we perform simulations with the classical PNP
model that is obtained by simply setting the matrix G = 0 and the gradient energy co-
efficients σn = σp = 0. From Fig. 2 (left), one can see totally different dynamics. Both
the ionic concentrations and electrostatic potential are monotonically decreasing along
the radial direction without forming nanostructuring patterns. Furthermore, the Fig. 2
(right) demonstrates that the energy relaxes quickly and monotonically to the equilib-
rium. In contrast to Fig. 1, one can see that the ionic steric effects, modeled by the cross
interactions and energy gradient terms, are no longer negligible in the description of
charge dynamics of concentrated electrolytes [5, 21, 23].

To further investigate nanostructuring patterns, we carry out simulations with the
same parameters as in Fig. 1, while starting from a random initial ionic distribution that
is rescaled to have the same total mass. From Fig. 3, one can see a comparison with Fig. 1
that, under random perturbations, the instability drives ions to develop labyrinthine pat-
terns extending into the bulk [23]. The non-convexity of the free-energy functional, due
to the cross interaction terms, is responsible for the different results displayed in Figs. 1
and 3, which share the same parameters but different initial conditions. It is of interest to
see that the free energy dissipation exhibits two clear stages. The first stage corresponds
to the quick smoothing of random initial ionic distributions. After passing a plateau, the
self-assembly labyrinthine pattern emerges in the second stage and the system reaches
an equilibrium eventually.
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Figure 2: Left: Snapshots on the dynamics of p,n and φ calculated by the classical PNP model starting from

a uniform initial ionic distribution n(0,x,y)= p(0,x,y)=0.1. Right: The evolution of discrete energy Eh, total
mass, and minimum concentration value of both cations and anions.

Figure 3: Left: Snapshots on the dynamics of p,n and φ starting from a random initial ionic distribution with
a given total mass. Right: The evolution of discrete energy Eh, total mass, and minimum concentration value
of both cations and anions.

7 Concluding remarks

An optimal rate convergence analysis and error estimate has been presented for a struc-
ture-preserving finite difference scheme for the Poisson-Nernst-Planck-Cahn-Hilliard
(PNPCH) system, based on the Energetic Variational Approach (EnVarA) of the physi-
cal model. In such a numerical scheme, the mobility function has been explicitly treated
to ensure the unique solvability, while both the nonlinear singular logarithmic and the
surface diffusion terms have been implicitly updated. Such a treatment comes from the
convex nature of the corresponding energy parts. A convex splitting numerical method
has been applied to treat the steric interaction terms. The most distinguished challenge



Y. Qian, C. Wang and S. Zhou / CSIAM Trans. Appl. Math., 4 (2023), pp. 345-380 373

has been associated with the non-constant mobility nature of the physical system, nonlin-
ear parabolic coefficients in the gradient flow, as well as the singularity in the logarithmic
terms. To overcome this subtle difficulty, an asymptotic expansion of the numerical solu-
tion (in terms of the time step size) has been performed, so that a higher order consistency
order can be obtained. Subsequently, the rough error estimate has led to an ℓ∞ bound for
ion concentrations, so that the phase separation property becomes available for the nu-
merical solution at both the previous and next time steps. Finally, a refined error estimate
has been performed, and the desired convergence estimate has been accomplished, in the
ℓ∞(0,T;ℓ2)∩ℓ2(0,T;H2

h) norm. Numerical tests have demonstrated that our numerical
scheme has expected convergence order and is capable of preserving mass conservation,
positivity, and free-energy dissipation at discrete level.

Appendix A. Proof of Lemma 5.1

Looking at a single mesh cell (i, j,k)→ (i+1, j,k), we make the following observation:

Dx

(

lnN̂m+1−lnnm+1
)

i+ 1
2 ,j,k

=
1

h

(

lnN̂m+1
i+1,j,k−lnN̂m+1

i,j,k

)

−
1

h

(

lnnm+1
i+1,j,k−lnnm+1

i,j,k

)

=
1

ξN
DxN̂

m+1
i+ 1

2 ,j,k
−

1
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, (A.1)

in which the mean value theorem has been repeatedly applied, where

ξN is between N̂
m+1
i+1,j,k and N̂

m+1
i,j,k ,

ξn is between nm+1
i+1,j,k and nm+1

i,j,k .
(A.2)

In turn, its product with Dxñm+1
i+1/2,j,k leads to

Dxñm+1
i+ 1
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·Dx(lnN̂
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2
. (A.3)

For the second part, the rough ‖·‖∞ estimate (4.41) for nm+1 implies that 0<ξn≤C̃3, which
in turn gives

1

ξn
≥

1

C̃3

,
1

ξn

∣

∣

∣
Dxñm+1

i+ 1
2 ,j,k
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2
. (A.4)

For the first term on the right-hand side of (A.3), we begin with the following identity:

1

ξN
=

lnN̂m+1
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i,j,k
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By setting

t
(0)
N =

N
m+1
i+1,j,k−N

m+1
i,j,k

N
m+1
i,j,k

,

the following Taylor expansion is available:
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(

t
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N

)5
(A.6)

with ηN between 0 and t
(0)
N . Its substitution into (A.5) yields
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A similar equality could be derived for 1/ξn
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(A.8)

with ηn between 0 and

t
(0)
n =

nm+1
i+1,j,k−nm+1

i,j,k

nm+1
i,j,k

.

In addition, the following estimates are derived:
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and
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where

Q(2) :=
4

(ǫ⋆0)
2
+

8C⋆(C⋆+C̃3)

(ǫ⋆0)
4

,

and the rough ‖·‖∞ estimate (4.41), the regularity assumption (3.19), and the separation
property (3.18) have been extensively applied. The two other difference terms could be
similarly analyzed
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,

where Q(3), Q(4) only depend on ǫ⋆0 , C⋆ and C̃3. For the remainder terms, we observe that
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where Q(5)=C⋆(ǫ⋆0)
−1 and where we have used ǫ⋆0 ≤N
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i,j,k . Furthermore |ηN | ≤ 1/2, so
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Finally,
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with

Q(6)=
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.

The other remainder term has a similar bound
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with

Q(7)=
1024

5(ǫ⋆0)
5

.

Meanwhile, by the rough error estimate (4.43), the following ‖·‖2 estimate could be de-
rived for R2:
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Consequently, a combination of (A.9)-(A.11), (A.15) and (A.16)-(A.17) indicates that
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Then we arrive at an estimate for the first part on the right-hand side of (A.3)
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·Dxñm+1

i+ 1
2 ,j,k

(A.19)

≥−
(

Q(0)
(

∣
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Subsequently, a combination of (A.3), (A.4) and (A.19) results in
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Notice that this inequality is valid at a point-wise level. With summation over space, and
keeping in mind of the a priori ‖·‖∞ estimate (4.13), (4.15) for nm, combined with the ‖·‖2

estimate (A.17) for R2, we obtain
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This proves the first nonlinear estimate (5.1), by setting

γ
(0)
n =

3ǫ⋆0
8C̃3

, M
(0)
n =12
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Q(0)C⋆
)2

C̃2
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(

Q(8)
)2
)

.

The second nonlinear estimate (5.2) could be derived exactly in the same manner. The
details are skipped for the sake of brevity.
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