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Abstract

Using the vorticity and stream function variables is an effective way to compute 2-D incompressible flow

due to the facts that the incompressibility constraint for the velocity is automatically satisfied, the pressure

variable is eliminated, and high order schemes can be efficiently implemented. However, a difficulty arises in

a multi-connected computational domain in determining the constants for the stream function on the

boundary of the ‘‘holes’’. This is an especially challenging task for the calculation of unsteady flows, since

these constants vary with time to reflect the total fluxes of the flow in each sub-channel. In this paper, we

propose an efficient method in a finite difference setting to solve this problem and present some numerical

experiments, including an accuracy check of a Taylor vortex-type flow, flow past a non-symmetric square,

and flow in a heat exchanger.

� 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

The homogeneous, incompressible Navier–Stokes equations (NSE) in velocity–pressure for-

mulation with no-slip boundary condition can be written as
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ut þ ðu � rÞuþrp ¼ 1
Re
Du; in X;

r � u ¼ 0; in X;
u ¼ 0; on oX;

8
<
: ð1:1Þ

where u ¼ ðu; vÞ is the velocity, p the pressure, and Re the Reynolds number. For simplicity, we

denote m ¼ 1=Re. In a multi-connected domain, oX is assumed to be composed of closed, non-

intersecting segments Ci, i ¼ 1; . . . ; k, enclosed by the closed curve C0, i.e., oX ¼ C0 [ C1 [ C2 [ � � �
[Ck. The k regions with boundaries C1;C2; . . . ;Ck correspond to the k ‘‘holes’’ of the domain X

(see Fig. 1).

The no-penetration, no-slip boundary condition for the velocity is given by ujC0
¼ 0; ujC1

¼
0; . . . ; ujCk

¼ 0.

There are many difficulties in the numerical simulation of incompressible flow in the primitive

formulation, including enforcement of the incompressibility constraint r � u ¼ 0, lack of a dy-

namic equation and boundary condition for the pressure, and implementation of the no-pene-

tration, no-slip boundary condition for the velocity u. In the 2-D case, the first and second

challenges can be overcome in the vorticity–stream function formulation

otxþ ðu � rÞx ¼ mDx;
Dw ¼ x;
u ¼ �oyw; v ¼ oxw;

8
<
: ð1:2Þ

where the vorticity is defined as x ¼ r� u ¼ �oyuþ oxv.

The no-penetration boundary condition for u indicates that

wjCi
¼ Ci; for 06 i6 k; ð1:3Þ

where Ci are constants; while the no-slip boundary condition for u shows that

ow

on
¼ 0; on each Ci: ð1:4Þ
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Fig. 1. An example of a 2-D multi-connected domain.
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If a multi-connected computational domain is presented, an additional work to determine the

constant Ci at the boundary section of each ‘‘hole’’ is needed. To proceed, we need to introduce

the following equivalent formulation of the incompressible NSE in a multi-connected domain

otxþ ðu � rÞx ¼ mDx; ð1:5aÞ

Dw ¼ x; ð1:5bÞ

wjCi
¼ Ci;

ow

on
¼ 0 on each Ci; ð1:5cÞ

Z

Ci

ox

on
¼ 0; for 06 i6 k; ð1:5dÞ

u ¼ �oyw; v ¼ oxw: ð1:5eÞ

Since the stream function is uniquely determined up to a constant, the constant on the outer

boundary C0 can be automatically set as 0, i.e., C0 ¼ 0.

The derivation of the boundary condition
R
Ci
ox=on ¼ 0 in (1.5d) is given below: on each

boundary Ci, multiplying the momentum equation in (1.1) by s (the unit tangential vector along

the boundary) leads to

op

os
¼ �m

ox

on
; on Ci; ð1:6Þ

since the velocity u vanishes on the boundary. Integrating (1.6) along the boundary Ci, keeping in

mind that p is a single-valued function, we arrive at the boundary condition in (1.5d). Such a

derivation can also be found in [10,11,20,30].

A computational method of incompressible flow based on the vorticity formulation, (1.2)–(1.4),

is a vast subject, and there are many issues and difficulties involved, such as:

(1) Determination of the stream function constant values, C1;C2; . . . ;Ck, on the boundary sec-

tions, with the no-flow, no-slip boundary condition in a multi-connected domain;

(2) Enforcement of the vorticity boundary condition;

(3) Large Reynolds number unsteady flow calculation;

(4) Far-field boundary condition;

(5) Fast convergence to the steady state flow, etc.

We refer to [28] for a comprehensive review of the subject. In this paper, we mainly concentrate

on the first, in conjunction with the second and third issues. However, we shall point out that the

algorithm proposed in this paper has limited application to other circumstances. For example, the

iterative procedure proposed in this article to obtain the stream function constant at each

boundary section may not be a good choice for a coupled biharmonic system. Several other

simpler and better iterative procedures are available in steady state computations developed in the

earlier literature. A thorough discussion on these issues can be found in [2,4–6,9,13,15–18,22–

26,28,29].
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For an unsteady flow at a large Reynolds number, we can maintain a stable and efficient nu-

merical method by the explicit treatment of the convection and diffusion terms. The second order

finite difference, fourth order compact difference schemes and the finite element method have been

successfully carried out in [7,8,19]. Some difficulties involved with the vorticity boundary condi-

tion can be circumvented in these approaches. The no-slip boundary condition is enforced

through a local vorticity boundary formula, such as Thom�s [31] or Wilkes� formula in the second

order method, and Briley�s formula [3] in the fourth order method. To avoid the cell-Reynolds

number constraint, high order time discretization, such as the fourth order Runge–Kutta method,

was suggested.

Both the second and fourth order finite difference schemes of system (1.5) are formulated in this

article. The main focus is on the implementation of boundary condition (1.5d), which is crucial to

the determination of the stream function constant on the boundary. To illustrate the idea more

clearly, we describe the second order method in detail in Section 2. A similar, brief discussion of

the fourth order method is left for Section 3. Some iterative formulae, either (2.7) or (2.21) for the

second order method, or (3.7) for the fourth order method, will be derived. Such formulae can be

very efficiently applied in the Poisson solver of the kinematic relation between w and x. No

coupling between the momentum equation and the Poisson solver is needed.

For conciseness of presentation, we use a domain with a single square ‘‘hole’’, like in Fig. 2

below, as the example in the discussion of numerical schemes. Its extension to a general region

with an arbitrary number of ‘‘holes’’ is straightforward. One only need to apply the iterative

formula at each boundary section Ci of the holes. See Remarks 2.4 and 3.2 for the details.

In Section 4, we present some numerical examples, including an accuracy check of a Taylor

vortex-type flow with a force term, a computational result of the flow past a non-symmetric

square, and numerical simulation of the flow passing through a complicated region which models
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Fig. 2. A multi-connected domain with a single square ‘‘hole’’.
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a heat exchanger. We believe the second and third examples give numerical evidence of the ro-

bustness of our scheme due to their geometric complexity.

2. The second order scheme

For simplicity of presentation, the following domain with a single square ‘‘hole’’, as shown in

Fig. 2, is used to describe the scheme. A domain with an arbitrary number of holes can be dealt

with in a similar way, and the corresponding scheme will be discussed in Remark 2.4.

In Fig. 2, oX is composed of the outer closed boundary C0: A1B1C1D1 and only one segment C1:

ABCD, where A1B1C1D1, ABCD are [0,3]2 and [1,2]2 boxes, respectively. In particular, A;B;C;D
have grid indices ðn; nÞ, ðn;mÞ, ðm;mÞ, and ðm; nÞ, and A1;B1;C1;D1 have grid indices ð0; 0Þ, ð0;NÞ,
ðN ;NÞ, ðN ; 0Þ, with n ¼ ð1=3ÞN , m ¼ ð2=3ÞN , respectively. The grid size is chosen as Dx ¼ Dy ¼ h.

Ni is the number of interior grid points. eDDx, D
2
x are the standard centered difference operators

corresponding to ox, o
2
x, respectively.

The crucial part in the numerical simulation of system (1.5) is the computation of the Poisson

equation (1.5b) and the enforcement of boundary conditions (1.5c), (1.5d). We first describe the

computational strategy to deal with this part. The Laplacian operator in (1.5b) can be approxi-

mated by the second order finite difference operator Dh ¼ D2
x þD2

y , and the usage of the Dirichlet

boundary condition in (1.5c) leads to the following discrete system

Dhw ¼ x; in X;
wjC0

¼ 0; wjC1
¼ C1:

�
ð2:1Þ

The constant C1 is not known and the remaining work is to obtain it from boundary condition

(1.5d).

The no-slip boundary condition ow=on ¼ 0 can be converted into the boundary condition for

the vorticity by a local formula, such as Thom’s formula proposed in [31]. For example, on the

boundary section A1D1, j ¼ 0, Thom�s formula gives

xi;0 ¼
2wi;1 � 2wi;0

h2
; ð2:2Þ

and on AD, one boundary section of C1, the corresponding formula indicates

xi;n ¼
2wi;n�1 � 2wi;n

h2
: ð2:3Þ

Similar formulae can be applied to the other boundary sections. A local boundary formula for

vorticity is derived from the combination of the kinematic relation x ¼ Dw with the no-slip

boundary condition ow=on ¼ 0, using a one-sided approximation and a high order Taylor ex-

pansion of the stream function near the boundary. The usage of a local vorticity formula in large

Reynolds flow computation was introduced in [7], which made a dramatic difference with the

global vorticity boundary formulae appearing in [1,25].

The boundary condition
R
C1
ox=on ¼ 0 can thus be implemented by a finite difference ap-

proximation. For the convenience of the presentation below, some notations are introduced.
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Notation. For any discrete field f on the grid points ði; jÞ, we define
Z ðkÞ

C1

f ¼

Z

AB

fn�k;j þ

Z

BC

fi;mþk þ

Z

CD

fmþk;j þ

Z

DA

fi;n�k; ð2:4Þ

where the trapezoidal rule is applied to the integration on each boundary section. For example, on

section AB,

Z

AB

fn�k;j ¼ h
1

2
fn�k;n

 
þ
Xm�1

j¼nþ1

fn�k;j þ
1

2
fn�k;m

!
: ð2:5Þ

Using the one-sided difference operator ð4xn�1;j � xn�2;j � 3xn;jÞ=2h as a second order ap-

proximation to ox=on (on the boundary section AB), and combining with boundary condition

(1.5d) results in
Z ð0Þ

C1

x ¼
4

3

Z ð1Þ

C1

x�
1

3

Z ð2Þ

C1

x: ð2:6Þ

The substitution of Thom�s formula (2.3) into the left-hand side of (2.6), along with the fact that w

is a constant on the boundary C1, gives

C1 ¼
1

jC1j

Z ð1Þ

C1

w

�
�
2

3
h2
Z ð1Þ

C1

xþ
1

6
h2
Z ð2Þ

C1

x

�
; ð2:7Þ

where jC1j is the length of the boundary C1. In the case of Fig. 2, jC1j ¼ 4.

Formula (2.7) plays the role of a bridge between the constant C1 and the boundary conditionR
C1
ox=on ¼ 0. A different C1 leads to a different wi;j, which, in turn, results in a different vorticity

x on the boundary, by Thom�s formulae (2.2), (2.3), and to a different
R
C1
ox=on. On the other

hand, this integral has to be 0, according to (1.5d).

The coupled system (2.1), (2.7) will be used to compute w and the constant C1 by iteration, as

will be explained in detail later. There are Ni þ 1 unknowns (where Ni is the number of interior

grid points), including Ni number of wi;j at interior grid points and the boundary value C1; the

number of equations is also Ni þ 1: Ni equations in (2.1) and the additional equation (2.7).

As argued above, the right-hand side of (2.7) depends on C1. An operator / can be introduced

by (2.7). For any constant C, denote w to be the solution of the system

Dhw ¼ x; in X;
wjC0

¼ 0; wjC1
¼ C;

�
ð2:8Þ

and define

/ðCÞ ¼
1

jC1j

Z ð1Þ

C1

w

�
�
2

3
h2
Z ð1Þ

C1

xþ
1

6
h2
Z ð2Þ

C1

x

�
: ð2:9Þ

It should be noted that the term related to w on the right-hand side of (2.9) depends on C,

according to (2.8). Obviously, the fixed point of /, i.e., the constant C such that /ðCÞ ¼ C, along

with w determined by (2.8), is exactly the solution of the coupled system (2.1), (2.7). The existence

and uniqueness of the fixed point can be guaranteed by the following proposition, which states

that / is a contraction mapping.
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Proposition 2.1. For any C1, C2 2 R, we have

j/ðC1Þ � /ðC2Þj6C�jC1 � C2j; where C� ¼ 1� h: ð2:10Þ

Proof. Denote by w1, w2 the solutions of system (2.8) with boundary conditions w1jC1
¼ C1,

w2jC1
¼ C2, respectively. Define eww ¼ w1 � w2. It can be seen that

Dh
eww ¼ 0; in X;

ewwjC0
¼ 0; ewwjC1

¼ C1 � C2:

(
ð2:11Þ

The definition of /ðC1Þ and /ðC2Þ, which was indicated by (2.9), gives

/ðC1Þ � /ðC2Þ ¼
1

jC1j

Z ð1Þ

C1

eww: ð2:12Þ

The estimate of the right side of (2.12) is obtained by the following lemma.

Lemma 2.2. Let u be the solution of the system

Dhu ¼ 0; in X;
ujC0

¼ 0; ujC1
¼ 1;

�
ð2:13Þ

then we have

06 un�1;j6C�; for n6 j6m; where C� ¼ 1� h: ð2:14Þ

Proof. The first part of (2.14) comes directly from the maximum principle of the discrete La-

placian operator Dh. For the second part, the region X can be partitioned into four sub-regions:

A1ABB1, A1ADD1, D1DCC1, C1CBB1, denoted by X1, X2, X3, X4, respectively, as shown in Fig. 3.
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Fig. 3. A partition of the domain.
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Clearly, the function

v ¼

x; in X1;
y; in X2;
3� x; in X3;
3� y; in X4;

8
>><
>>:

ð2:15Þ

satisfies

Dhv ¼
� 2

h
; on AA1;BB1;CC1;DD1;

0; otherwise;

�

vjC0
¼ 0; vjC1

¼ 1:

8
<
: ð2:16Þ

Denote f ¼ �Dhv. Obviously, f P 0. Then u can be decomposed into two parts: u ¼ vþ w, where

w is the solution of the following system

Dhw ¼ f ; in X;
wjC0

¼ 0; wjC1
¼ 0:

�
ð2:17Þ

Since Dhw ¼ f P 0, and w vanishes on the boundary, from the maximum principle of Dh we have

w6 0 at all grid points. Then we arrive at

u6 v; at all grid points; ð2:18Þ

and in particular, un�1;j6 vn�1;j ¼ 1� h ¼ C�. h

It is obvious that eww ¼ ðC1 � C2Þu where u is given in Lemma 2.2. This results in

jewwn�1;jj6C�jC1 � C2j; for n6 j6m: ð2:19Þ

Similar arguments can be used to estimate ewwi;mþ1,
ewwmþ1;j,

ewwi;n�1. Proposition 2.1 is a direct con-

sequence of (2.19) and (2.12). h

According to Proposition 2.1, there is an unique fixed point under the operator /, i.e.,

/ðCÞ ¼ C. That is exactly the solution of system (2.1), (2.7). Thus the existence and uniqueness of

the system is proven.

Remark 2.3. The other choices for the vorticity boundary condition include Wilkes� formulae

xi;0 ¼
4wi;1 �

1
2
wi;2 �

7
2
wi;0

h2
; xi;n ¼

4wi;n�1 �
1
2
wi;n�2 �

7
2
wi;n

h2
; ð2:20Þ

which are analogous to (2.2), (2.3). Note that Wilkes� formula is also a local boundary formula for

the vorticity field. Therefore, the approach using the explicit treatment of the diffusion term in-

troduced in [7] can be used very effectively. The combination of (2.6), (2.20) gives the corre-

sponding formula for C1

C1 ¼
1

jC1j

8

7

Z ð1Þ

C1

w

�
�
1

7

Z ð1Þ

C1

w�
8

21
h2
Z ð1Þ

C1

xþ
2

21
h2
Z ð2Þ

C1

x

�
: ð2:21Þ
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Again, the coupled system (2.1), (2.21) has to be solved to obtain w and the constant C1 by

an iterative method. The existence of the solution can be guaranteed by introducing a

similar contraction mapping /: for any constant C, denote w to be the solution of (2.8),

and define

/ðCÞ ¼
1

jC1j

8

7

Z ð1Þ

C1

w

�
�
1

7

Z ð1Þ

C1

w�
8

21
h2
Z ð1Þ

C1

xþ
2

21
h2
Z ð2Þ

C1

x

�
: ð2:22Þ

Proposition 2.1 is still valid here. The only difference is that C� ¼ 1� ð6=7ÞhþOðh2Þ. It should be

mentioned that C� is the convergence rate corresponding to different vorticity boundary condi-

tions. For example, 1� h is the convergence rate for Thom�s formula, and 1� ð6=7Þh is the

convergence rate for Wilkes� formula. The detailed derivation of convergence rates comes from a

simple 1-D model. This convergence rate is consistent with the numerical experiments which will

be presented in Section 4.

Remark 2.4. A general region with an arbitrary number of holes can be handled in the same way.

An iterative formula, either (2.7) or (2.21), can be applied on each boundary section Ci. In more

detail, with an initial guess for the boundary values of w on each Ci, the formula provides a

methodology to determine the constants on all boundary sections. We provide the convergence

analysis for the multi-connected domain with a single square ‘‘hole’’ (such as in Fig. 2) using the

technique relying on the maximum principle and contraction mapping. It is not our purpose to

give a complete proof for a general domain. It may be an extremely difficult task. Our expectation

is that this simple iterative procedure can be used in a more complicated domain with more than

one immersed body, as shown in Figs. 14–21 of the computational results for a flow past a heat

exchanger.

Proposition 2.1 also provides a methodology for solving the system (2.1), (2.7) by an iterative

procedure: once the kth iteration for the constant C
ðkÞ
1 is obtained, solve the stream function wðkÞ

using the boundary condition C
ðkÞ
1 , then update the constant C

ðkþ1Þ
1 by the ðk þ 1Þth iteration:

C
ðkþ1Þ
1 ¼ /ðC

ðkÞ
1 Þ. Proposition 2.1 indicates that this iterative procedure converges to the exact

solution of (2.1), (2.7).

It should be pointed out that with the constant C
ðkÞ
1 obtained at each iteration stage, a linear

system solver for (2.1) is required. The Schwarz iteration is extremely efficient to solve this (dis-

crete) Poisson equation in an overlapping region. At each sub-domain, which is a rectangle with

uniform grid, some fast Poisson solvers, e.g., FFT, can be applied. The computational evidence

indicates that the combination of the Schwarz iteration and FFT solver has an excellent con-

vergence property in the overlapping region.

The momentum equation in (1.5a) can be discretized by the second order finite difference

method

otxþ u eDDxxþ v eDDyx ¼ mDhx: ð2:23Þ

The velocity field u ¼ ðu; vÞ ¼ ð�oyw; oxwÞ can be updated via the finite difference of w

u ¼ � eDDyw; v ¼ eDDxw: ð2:24Þ
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2.1. Time stepping procedure

Since the focus of this article is large Reynolds number flow calculations, the above scheme can

be implemented very effectively through the explicit treatment of (2.23). The convection and

diffusion terms can be updated explicitly, which does not result in any problem caused by the cell-

Reynolds number constraint if a high order time stepping procedure, such as the fourth order

Runge–Kutta method, is applied. Such an explicit treatment is especially effective in the Poisson

solver (2.1), (2.7) when we apply the iterative formula to determine the unknown constant(s) for

the stream function on the boundary. In turn, the vorticity boundary condition can be obtained

by a local formula, either Thom�s (2.2) or Wilkes� (2.20).

For simplicity, we only present the forward Euler time discretization. The extension to multi-

step or Runge–Kutta methods is straightforward.

Given the vorticity xn at time tn, we compute all the profiles at the time step tnþ1 via the fol-

lowing steps.

Step 1. Update fxnþ1
i;j g, at the interior points ðxi; yjÞ, using

xnþ1 � xn

Dt
þ un eDDxx

n þ vn eDDyx
n ¼ mDhx

n: ð2:25Þ

Step 2. Solve for fwnþ1
i;j g, at the interior points ðxi; yjÞ, by the following coupled system

Dhw
nþ1 ¼ xnþ1; in X;

wnþ1jC0
¼ 0; wnþ1jC1

¼ Cnþ1
1 ;

�
ð2:26Þ

and

Cnþ1
1 ¼

1

jCj

Z ð1Þ

C1

wnþ1

�
�
2

3
h2
Z ð1Þ

C1

xnþ1 þ
1

6
h2
Z ð2Þ

C1

xnþ1

�
: ð2:27Þ

The iterative procedure described above is used to solve (2.26), (2.27).

Step 3. Obtain the boundary value for xnþ1 by Thom�s formulae (2.2) and (2.3).

Step 4. Update the velocity unþ1
i;j , vnþ1

i;j , using the second order difference scheme

unþ1 ¼ � eDDyw
nþ1; vnþ1 ¼ eDDxw

nþ1; ð2:28Þ

at interior grid points, and unþ1j
oX ¼ 0; vnþ1j

oX ¼ 0.

As for the time step constraint, the overall scheme is stable as long as Dt satisfies

kuk1Dt

h
6CFL6 1:0 and

mDt

h2
6

1

4
: ð2:29Þ

See [7,32] for a detailed discussion of issues concerning the choice of the time stepping scheme and

stability conditions.
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3. The fourth order method

A fourth order method, the essentially compact fourth order scheme, which was proposed in

[8], is used in this section. The starting idea of the scheme is the fourth order compact approxi-

mation to the Laplacian operator D

D ¼
Dh þ

h2

6
D2

xD
2
y

1þ h2

12
Dh

þOðh4Þ: ð3:1Þ

Multiplying the denominator difference operator 1þ ðh2=12ÞDh by the momentum equation gives

1

�
þ

h2

12
Dh

�
otxþ 1

�
þ

h2

12
Dh

�
ðu � rÞx ¼ m Dh

�
þ
h2

6
D2

xD
2
y

�
x: ð3:2Þ

Multiplying the same operator by the kinematic equation results in

Dh

�
þ
h2

6
D2

xD
2
y

�
w ¼ 1

�
þ

h2

12
Dh

�
x; ð3:3Þ

with the boundary conditions

wjC0
¼ 0; wjC1

¼ C1: ð3:4Þ

As in the second order case, the constant C1 is not known yet, and can be obtained from the

boundary condition in (1.5d).

The implementation of the boundary condition
R
C1
ox=on ¼ 0 is performed a little differently

than in the second order case. As can be seen later, the vorticity in the interior points has to be

determined by a Poisson-like equation. The boundary condition for x, which in turn depends on

the stream function and C1, can be determined by Briley�s formula, which will be presented later.

To avoid coupling between the two systems, we express ox=on in terms of a third order derivative

of w, which can facilitate the computations, as shown in our numerical experiments. On the

boundary section AD of C1, x ¼ Dw ¼ o
2
yw, which is implied by the fact that w ¼ C1 on AD.

Furthermore, we have ox=on ¼ �o
3
yw on AD since oy o

2
xw vanishes on the boundary. On the other

hand, o3y can be approximated by

o
3
ywi;n �

1

h3
ð15wi;n�1 � 6wi;n�2 þ wi;n�3 � 10wi;nÞ: ð3:5Þ

The third order derivative of w on the other boundary sections of C1 can be obtained similarly.

Inserting (3.5) into the boundary condition
R
C1
ox=on ¼ 0, we arrive at an equality similar to (2.6)

Z ð0Þ

C1

w ¼
3

2

Z ð1Þ

C1

w�
3

5

Z ð2Þ

C1

wþ
1

10

Z ð3Þ

C1

w: ð3:6Þ

Since w is a constant C1 on C1, we have

C1 ¼
3

2jC1j

Z ð1Þ

C1

w�
3

5jC1j

Z ð2Þ

C1

wþ
1

10jC1j

Z ð3Þ

C1

w: ð3:7Þ
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Again, formula (3.7) plays the role of a bridge between the constant C1 and the boundary

condition
R
C1
ox=on ¼ 0. Different C1�s lead to different wi;j�s, which in turn result in different

values of
R
C1
ox=on, while (1.5d) indicates that this integral has to be 0.

The coupled system (3.3), (3.4), (3.7) is used to obtain w and the constant C1 by an iterative

scheme. A similar argument shows that the number of both equations and unknowns is Ni þ 1.

The right-hand side of (3.7) clearly depends on C1 and a similar iterative procedure can be

applied. First, we define the operator /: for any constant C, let w be the solution satisfying

Dh þ
h2

6
D2

xD
2
y

� �
w ¼ 1þ h2

12
Dh

� �
x;

wjC0
¼ 0; wjC1

¼ C;

(
ð3:8Þ

and /ðCÞ is defined by

/ðCÞ ¼
3

2jC1j

Z ð1Þ

C1

w�
3

5jC1j

Z ð2Þ

C1

wþ
1

10jC1j

Z ð3Þ

C1

w: ð3:9Þ

The following proposition shows that / is a contraction mapping. Its proof is similar to that of

Proposition 2.1 in the second order case and will be provided in Appendix A.

Proposition 3.1. For any two constants C1, C2, we have

j/ðC1Þ � /ðC2Þj6C�jC1 � C2j; where C� ¼ 1�OðhÞ: ð3:10Þ

By Proposition 3.1, there is a fixed point for the operator /, i.e., /ðCÞ ¼ C, which is exactly the

solution of system (3.3), (3.4), (3.7). Thus the existence and uniqueness of the system is proven.

A similar method for solving system (3.3), (3.4), (3.7) can be obtained from the following ite-

rative procedure: once the kth iteration for the constant C
ðkÞ
1 is obtained, solve for the stream

function wðkÞ using the boundary condition as C ¼ C
ðkÞ
1 in (3.8), then update the constant C

ðkþ1Þ
1 by

the ðk þ 1Þth iteration: C
ðkþ1Þ
1 ¼ /ðC

ðkÞ
1 Þ. This iteration procedure converges to the exact solution

of (3.3), (3.4), (3.7), as was guaranteed by Proposition 3.1.

Remark 3.2. A general region with an arbitrary number of holes can be treated in a similar way.

We apply the iterative formula (3.7) on each boundary section Ci, so that the constants on all

boundary sections can be determined by an iterative procedure.

The corresponding non-linear convection term in the vorticity transport equation can be es-

timated as

1

�
þ

h2

12
Dh

�
ðu � rxÞ ¼ eDDx 1

�
þ
h2

6
D2

y

�
ðuxÞ þ eDDy 1

�
þ
h2

6
D2

x

�
ðvxÞ �

h2

12
Dhðu eDDxx

þ v eDDyxÞ þOðh4Þ: ð3:11Þ

The first and second terms in (3.11) are compact. The third term is not compact, yet it does not

cause any problem in the computations since un eDDxx
n þ vn eDDyx

n can be taken as 0 on the

boundary. The case of a boundary condition with a slip can be treated similarly. Finally, by

introducing an intermediate variable x
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x ¼ 1

�
þ

h2

12
Dh

�
x; ð3:12Þ

and combining the discussions in (3.2), (3.11), (3.12), the momentum equation can be approxi-

mated by

otxþ eDDx 1

�
þ
h2

6
D2

y

�
ðuxÞ þ eDDy 1

�
þ
h2

6
D2

x

�
ðvxÞ �

h2

12
Dhðu eDDxxþ v eDDyxÞ

¼ m Dh

�
þ
h2

6
D2

xD
2
y

�
x: ð3:13Þ

The velocity field u ¼ r>w ¼ ð�oyw; oxwÞ can be obtained by a long-stencil approximation to

ox, oy

u ¼ � eDDy 1

�
�
h2

6
D2

y

�
w; v ¼ eDDx 1

�
�
h2

6
D2

x

�
w: ð3:14Þ

The vorticity is determined by x via (3.12). The implementation of (3.12) requires the boundary

condition for x. The key point of the vorticity boundary condition is to use the no-slip boundary

condition ow=on ¼ 0, and convert it to xj
oX by the kinematic relation Dw ¼ x. We can use Briley�s

formula (proposed in [3])

xi;0 ¼
1

18h2
ð108wi;1 � 27wi;2 þ 4wi;3 � 85wi;0Þ; ð3:15Þ

along with the one-sided Taylor expansions of the stream function

wi;�1 ¼ 6wi;1 � 2wi;2 þ
1

3
wi;3 �

10

3
wi;0 � 4h

ow

oy

� �

i;0

; ð3:16Þ

wi;�2 ¼ 40wi;1 � 15wi;2 þ
8

3
wi;3 �

80

3
wi;0 � 12h

ow

oy

� �

i;0

: ð3:17Þ

On the boundary section AD, Briley�s formula gives

xi;n ¼
1

18h2
ð108wi;n�1 � 27wi;n�2 þ 4wi;n�3 � 85wi;nÞ: ð3:18Þ

It should be mentioned that system (3.12) and boundary conditions (3.15), (3.18) can be solved

very efficiently by the combination of the Schwarz iteration and FFT solver.

The temporal discretization is similar to that of the second order scheme presented in Section 2.

All terms in the momentum equation can be updated explicitly. Such an explicit treatment makes

the Poisson solver (3.3), (3.4), (3.7) very efficient. In turn, the vorticity is calculated on the

boundary by Briley�s formula (3.15). For conciseness of the article we omit the detail.
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4. Numerical experiments

Three numerical examples will be presented to show the robustness of the methods proposed

above. The first example is a flow with a force term. The accuracy of both the second order and

fourth order methods is established. The second example is flow past a non-symmetric square

cylinder. The third example is flow passing through a complicated region which models a heat

exchanger. Detailed structures of the vorticity at different time steps are given. Comparison of

three resolutions will also be given, indicating a good agreement.

4.1. Accuracy check

A Taylor vortex-type flow in a multi-connected domain is computed by the methods proposed

earlier. The exact stream function is chosen as

wevðx; tÞ ¼ cos xð þ cos y þ cos x cos yÞ cos t: ð4:1Þ

Accordingly, the exact velocity and vorticity are determined by

ueðx; tÞ ¼ �oywe ¼ ðsin y þ cos x sin yÞ cos t;

veðx; tÞ ¼ oxwe ¼ ð� sin x� sin x cos yÞ cos t;

xeðx; tÞ ¼ Dwe ¼ ð� cos x� cos y � 2 cos x cos yÞ cos t:

ð4:2Þ

The kinematic viscosity is taken as m ¼ 0:001. Substitution of (4.2) into the momentum equation

gives

otxe þ ðue � rÞxe ¼ mDxe þ f ; ð4:3Þ

where f is the force term. The domain has the same shape as in Fig. 2. The dimensions of the

boxes A1B1C1D1 and ABCD are ½�3p; 3p�2 and ½�p;p�2, respectively. Using the same notation as

before, we denote the outer boundary A1B1C1D1 by C0, and the inner boundary ABCD by C1. It is

obvious that the boundary condition for stream function on the outer boundary is

wðx; tÞjC0
¼ � cos t; ð4:4Þ

which is a constant varying with time t. Stream function is also a constant on C1, (at each fixed

time), denoted by C1. Yet, C1 is not explicitly utilized in the computation. Instead, we need to

obtain this constant by the procedure described in Sections 2 and 3.

4.1.1. Second order scheme

Eq. (4.3) can be solved via our second order method coupled with the fourth order Runge–

Kutta time discretization, as discussed in (2.25)–(2.28). Wilkes� formula (2.20) is chosen as the

boundary condition for the vorticity and the recovery formula (2.21) is applied to determine the

boundary value of the stream function on C1. The force term f is added when (4.3) is updated. We

investigate the computed solution at t ¼ 2:0, 4.0, 6.0, respectively. The time step size is taken as

Dt ¼ ð1=2ÞDx, so that the stability constraint (2.29) is satisfied (noting that kuk1 ¼ 1, m ¼ 0:001 in

the present case). The absolute errors in the stream function and vorticity at t ¼ 2:0, 4.0 and 6.0

are listed in Tables 1–3, respectively. As can be seen, the computed solution of the stream function

is second order accurate almost exactly, while that of the vorticity is second order accurate in the
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Table 1

Errors and orders of accuracy at t ¼ 2 when the second order method, which was described in Section 2, is used. We

take Dt ¼ ð1=2ÞDx

N L1 error L1 order L2 error L2 order L1 error L1 order

w 72 3.65e)03 4.60e)03 1.09e)02

96 1.82e)03 2.42 2.35e)03 2.33 5.76e)03 2.22

144 7.18e)04 2.29 9.64e)04 2.20 2.41e)03 2.15

192 3.82e)04 2.19 5.22e)04 2.13 1.32e)03 2.09

288 1.72e)04 1.98 2.40e)04 1.93 6.16e)04 1.90

x 72 3.66e)03 5.57e)03 4.01e)02

96 2.02e)03 2.06 3.20e)03 1.93 2.90e)02 1.13

144 8.83e)04 2.04 1.45e)03 1.95 1.69e)02 1.33

192 4.95e)04 2.01 8.04e)04 2.05 1.06e)02 1.62

288 2.21e)04 1.99 3.45e)04 2.08 4.71e)03 2.00

Table 2

Errors and orders of accuracy at t ¼ 4 when the second order method, which was described in Section 2, is used. We

take Dt ¼ ð1=2ÞDx

N L1 error L1 order L2 error L2 order L1 error L1 order

w 72 5.18e)03 6.80e)03 1.74e)02

96 2.92e)03 1.99 3.81e)03 2.01 9.64e)03 2.05

144 1.23e)03 2.13 1.58e)03 2.17 3.94e)03 2.21

192 7.01e)04 1.96 9.03e)04 1.95 2.24e)03 1.96

288 3.05e)04 2.05 3.92e)04 2.06 9.71e)04 2.06

x 72 8.32e)03 1.20e)02 7.47e)02

96 4.55e)03 2.10 6.87e)03 1.93 5.58e)02 1.01

144 1.96e)03 2.08 3.14e)03 1.93 3.43e)02 1.20

192 1.10e)03 2.01 1.79e)03 1.95 2.27e)02 1.43

288 4.90e)04 2.00 7.98e)04 1.99 1.12e)02 1.74

Table 3

Errors and orders of accuracy at t ¼ 6 when the second order method, which was described in Section 2, is used. We

take Dt ¼ ð1=2ÞDx

N L1 error L1 order L2 error L2 order L1 error L1 order

w 72 8.47e)03 1.08e)02 2.68e)02

96 4.36e)03 2.31 5.73e)03 2.20 1.44e)02 2.16

144 1.73e)03 2.28 2.34e)03 2.21 5.93e)03 2.19

192 9.34e)04 2.14 1.28e)03 2.10 3.27e)03 2.07

288 3.98e)04 2.10 5.52e)04 2.07 1.42e)03 2.06

x 72 9.58e)03 1.48e)02 1.10e)01

96 5.34e)03 2.03 8.63e)03 1.87 7.74e)02 1.22

144 2.30e)03 2.08 3.80e)03 2.02 4.14e)02 1.54

192 1.30e)03 1.98 2.18e)03 1.93 2.60e)02 1.62

288 5.78e)04 2.00 9.95e)04 1.94 1.42e)02 1.50
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L1 and L2 norms, and obviously loses full accuracy in the L1 norm. All the errors are measured in

the L1, L2 and L1 norms, with the Lp norm defined by

kf kLp ¼
1

jXj

Z

X

jf jp dx

� �1=p

; for 16 p61; ð4:5Þ

where jXj ¼ 32p2 in this case. The numerical solution f is extended to a piecewise constant

function over the whole region X in the evaluation of (4.5).

The observation of the loss of accuracy in the L1 norm for the vorticity profile is interesting.

For a simply connected domain, it is reported in an earlier article [32] that full second order

accuracy is obtained for all the computed profiles in both the L1, L2 and L1 norms. Theoretical

analysis of second order convergence was also established in [14,32]. Such an analysis for the

whole non-linear system is available, since the stream function value is exactly given on all

boundary sections. In contrast, formula (2.7) or (2.21) only gives a second order approximation to

the value of the stream function on the boundary section of the hole, by utilizing a finite differ-

ence. Moreover, in the vorticity boundary formula (2.20), there is a singular coefficient Oð1=h2Þ.
We believe the above issues are the main reason for the loss of accuracy in the L1 norm for the

vorticity.

4.1.2. Fourth order scheme

The fourth order method coupled with the fourth order Runge–Kutta time discretization can

also be used to compute the flow. The force term which will be added to the vorticity equation

(4.3) becomes ð1þ ðh2=12ÞDhÞf , since we applied the operator 1þ ðh2=12ÞDh to the momentum

equation. The time step size is also taken to be Dt ¼ ð1=2ÞDx so that the stability constraint (2.29)

is valid. The absolute errors in the stream function and vorticity at t ¼ 2:0, 4.0 and 6.0 are listed in

Tables 4–6, respectively. From the tables, it can be seen that more than fourth order accuracy is

obtained for the computed solution of the stream function in the L1, L2 and L1 norms. The

computed vorticity is fourth order accurate in L1 and L2 norms, and more than third order ac-

curacy is obtained in the L1 norm.

Once again, the loss of full fourth order accuracy in the L1 norm for the vorticity profile can be

observed. The reason is believed to be similar to that in the second order scheme.

4.2. Flow past a non-symmetric square cylinder

In this sub-section we justify the proposed numerical method by considering a well-known

example of the flow past a cylinder square. A relevant discussion of this physical problem can be

found in some earlier literature. For example, experiments of vortex-shedding frequencies of

rectangular cylinders were reported in [21]. The main focus was on the Strouhal number and

velocity distributions, regarding the long time behavior. In this article, we are mainly concerned

with the unsteady flow calculation in a multi-connected domain, in which the boundary value for

the stream function at each boundary section of the ‘‘hole’’ needs to be determined by a numerical

iterative procedure. Accordingly, we take the following region as shown in Fig. 4 as the com-

putational domain, where the square [1/3, 7/12]� [13/24, 19/24] is located within the [0,2]� [0,1]
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Table 4

Errors and orders of accuracy at t ¼ 2 when the fourth order method, along with Briley�s Formula is used. We take

Dt ¼ ð1=2ÞDx

N L1 error L1 order L2 error L2 order L1 error L1 order

w 72 6.76e)05 8.51e)05 2.30e)04

96 1.70e)05 4.80 2.12e)05 4.83 5.90e)05 4.73

144 2.54e)06 4.69 3.20e)06 4.66 8.72e)06 4.72

192 7.10e)07 4.43 9.13e)07 4.36 2.63e)06 4.17

288 1.44e)07 3.94 1.85e)07 3.94 5.47e)07 3.90

x 72 1.87e)04 2.73e)04 2.05e)03

96 5.67e)05 4.15 8.62e)05 4.01 7.72e)04 3.39

144 1.07e)05 4.11 1.67e)05 4.05 1.76e)04 3.65

192 3.39e)06 4.00 5.14e)06 4.09 5.67e)05 3.94

288 6.73e)07 3.99 1.01e)06 4.01 1.19e)05 3.85

Table 5

Errors and orders of accuracy at t ¼ 4 when the fourth order method, along with Briley�s Formula is used. We take

Dt ¼ ð1=2ÞDx

N L1 error L1 order L2 error L2 order L1 error L1 order

w 72 1.89e)04 2.41e)04 6.87e)04

96 4.89e)05 4.70 6.26e)05 4.69 1.85e)04 4.56

144 7.78e)06 4.53 1.01e)05 4.50 3.12e)05 4.39

192 2.28e)06 4.27 2.96e)06 4.27 9.11e)06 4.28

288 4.28e)07 4.13 5.56e)07 4.12 1.68e)06 4.17

x 72 4.56e)04 6.94e)04 4.66e)03

96 1.36e)04 4.21 2.19e)04 4.01 1.88e)03 3.16

144 2.52e)05 4.16 4.22e)05 4.06 4.59e)04 3.48

192 7.83e)06 4.06 1.30e)05 4.09 1.75e)04 3.35

288 1.53e)06 4.03 2.48e)06 4.09 4.34e)05 3.44

Table 6

Errors and orders of accuracy at t ¼ 6 when the fourth order method, which was described in Section 3, is used. We take

Dt ¼ ð1=2ÞDx

N L1 error L1 order L2 error L2 order L1 error L1 order

w 72 1.90e)04 2.40e)04 6.24e)04

96 5.08e)05 4.58 6.41e)05 4.59 1.72e)04 4.48

144 7.76e)06 4.63 9.74e)06 4.65 2.70e)05 4.57

192 2.18e)06 4.41 2.74e)06 4.41 7.59e)06 4.41

288 3.81e)07 4.30 4.79e)07 4.30 1.29e)06 4.37

x 72 5.01e)04 7.52e)04 5.70e)03

96 1.57e)04 4.03 2.49e)04 3.85 2.22e)03 3.28

144 2.92e)05 4.15 4.82e)05 4.05 5.12e)04 3.62

192 9.24e)06 4.00 1.59e)05 3.86 2.02e)04 3.23

288 1.79e)06 4.05 3.18e)06 3.97 4.97e)05 3.46
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box. Since the domain is non-symmetric, the stream function value on ABCD cannot be obtained

directly. Therefore, constraint (1.5d) has to be utilized.

The flow is assumed to be impulsively started. At the inlet A1B1, the velocity field is given by the

standard parabolic profile

u ¼ 6yð1� yÞ; v ¼ 0: ð4:6Þ

From the relationship between the velocity and the stream function u ¼ r>w, we can integrate the

velocity field at the inlet and set the boundary condition for w as:

On A1B1; wb ¼ �3y2 þ 2y3 þ 0:5: ð4:7Þ

The no-penetration, no-slip boundary condition is imposed at the top (B1C1) and bottom (A1D1)

boundary sections, along with the square ABCD. To be consistent with (4.7), the boundary values

for w at the top and bottom are taken to be wjy¼0 ¼ 0:5, wjy¼1 ¼ �0:5, respectively. At the outlet

C1D1, we use the natural normal boundary conditions

On C1D1;
ow

on
¼ 0;

ou

on
¼ 0;

ox

on
¼ 0: ð4:8Þ

The Reynolds number is taken as Re ¼ ðUHÞ=m ¼ 250, in which the average velocity at the inlet

is U ¼ 1, the height of the square H ¼ 1=4, and the kinematic viscosity m ¼ 0:001. We compute the

flow by using the fourth order method with three resolutions: h ¼ 1=192, 1/288 and 1/384. We take

the time step as Dt ¼ 0:32h in the calculation. It can be verified that the constraint (2.29) is sat-

isfied so that the stability of the whole algorithm is assured.

The stream function and vorticity plots from t ¼ 0:75 to 2 are shown in Figs. 5–10, respectively.

Many interesting phenomenon, such as formation and disappearance of a bubble, spin off for a

shear flow, boundary layer separation, and vortex roll-up, can be observed in the physical process.

Such a flow pattern can also be observed by the corresponding physical experiments reported in

[21].
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Fig. 4. The region of a flow past a non-symmetric square.
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To illustrate the unsteady nature of the flow, we record the time history of the boundary value

of the stream function on the cylinder square, along with the vertical velocity component v at a

sample point P � ¼ ð2=3; 2=3Þ. The results are presented in Fig. 11, which also shows the non-

symmetric feature of the flow due to the non-zero profile of v. It is indicated that the flow becomes

more and more non-symmetric as time goes on.

Fig. 5. Stream function and vorticity plots for the flow past a non-symmetric square at t ¼ 0:75. The Reynolds number

is Re ¼ 250. The fourth order method is used, at the resolution 577� 289.

Fig. 6. Stream function and vorticity plots for the flow past a non-symmetric square at t ¼ 1, using the same resolution

and physical parameters as in Fig. 5.

Fig. 7. Stream function and vorticity plots for the flow past a non-symmetric square at t ¼ 1:25, using the same reso-

lution and physical parameters as in Fig. 5.
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The vorticity profiles calculated by using the three resolutions are compared at the cut x ¼ 0:75
when t ¼ 1. The plot is shown in Fig. 12, in which a good agreement can be seen.

In addition, the stream function values at t ¼ 1, computed by using the three resolutions, are

reported in Tables 7 and 8 at the following six points:

Fig. 8. Stream function and vorticity plots for the flow past a non-symmetric square at t ¼ 1:5, using the same reso-

lution and physical parameters as in Fig. 5.

Fig. 9. Stream function and vorticity plots for the flow past a non-symmetric square at t ¼ 1:75, using the same reso-

lution and physical parameters as in Fig. 5.

Fig. 10. Stream function and vorticity plots for the flow past a non-symmetric square at t ¼ 2, using the same reso-

lution and physical parameters as in Fig. 5.
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P1 ¼
1

2
;
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� �
; P2 ¼

2

3
;
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24

� �
; P3 ¼

3

4
;
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24

� �
; P 0

1 ¼
1

2
;
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24

� �
; P 0

2 ¼
2

3
;
15

24

� �
;

P 0
3 ¼

3

4
;
15

24

� �
: ð4:9Þ
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Fig. 11. (a) Time evolution of the value of the stream function on the square cylinder boundary. (b) Time evolution of

the vertical velocity at a sample point P � ¼ ð2=3; 2=3Þ. The solid line represents the result computed by the resolution

h ¼ 1=384, the dashed line represents that of h ¼ 1=288, and the dotted line represents that of h ¼ 1=192.
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Fig. 12. Comparison of vorticity profile of the flow past a non-symmetric square, at x ¼ 0:75 cut for t ¼ 1, using three

resolutions: h ¼ 1=192, 1/288 and 1/384. The solid line represents the result computed by the resolution h ¼ 1=384, the
dashed line represents that of h ¼ 1=288, and the dotted line represents that of h ¼ 1=192.
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Note that P 0
i is symmetric to Pi, i ¼ 1; 2; 3, with respect to y ¼ 16=24. Obviously the two tables

provide additional numerical evidence of the non-symmetric feature of the flow.

4.3. Flow past a heat exchanger

In this sub-section we present numerical simulation for an impulsively started incompressible

flow in the following region (see Fig. 13), as a further evidence of accuracy and efficiency of our

method.

The flow region is similar to that of a heat exchanger, which is used to model an idealized 2-D

cross section to study the cooling patterns set up by air currents. In this article, the detailed di-

mensions are given by: OO1 ¼ OT ¼ 1, OR ¼ O1R1 ¼ 1=8. The inlet points B and M have coor-

dinates (w.r.t. the origin O) (0, 1/4), (0, 3/8), respectively. The coordinates of the other corner

points are

A 0;
1

8

� �
; C

3

16
;
1

4

� �
; D

3

16
;
3

4

� �
; E

9

32
;
3

4

� �
; F

9

32
;
1

8

� �
: ð4:10Þ

The positions of the outlet points are also determined by their coordinates

P
3

16
; 0

� �
; Q

3

16
;

�
�
1

8

�
; R 0;

�
�
1

8

�
: ð4:11Þ

In addition, there are three boxes in the middle, which are denoted by S1S2U2U1, S3S4U4U3, and

S5S6U6U5. The x-coordinates of S1, S2, S3, S4, S5 and S6 are given by 11/32, 13/32, 15/32, 17/32, 19/

32 and 21/32, and the y-coordinates of U1 and S1 are given by 3/8 and 3/4, respectively. The

coordinates of A1–T1 can be obtained by symmetry.

Table 7

Values of the stream function for the flow past a non-symmetric square at P1, P2, P3, using three different resolutions

Resolution Time: t ¼ 1, time step size: Dt ¼ 0:32h

P1 ¼ ð1
2
; 5
6
Þ P2 ¼ ð2

3
; 17
24
Þ P3 ¼ ð3

4
; 17
24
Þ

385· 193 )2.510981e)01 )2.053396e)01 )2.161120e)01

577· 289 )2.437447e)01 )2.037708e)01 )2.137329e)01

769· 385 )2.410204e)01 )2.028040e)01 )2.116595e)01

Table 8

Values of the stream function for the flow past a non-symmetric square at P 0
1, P

0
2, P

0
3, using three different resolutions

Resolution Time: t ¼ 1, time step size: Dt ¼ 0:32h

P 0
1 ¼ ð1

2
; 1
2
Þ P 0

2 ¼ ð2
3
; 5
8
Þ P 0

3 ¼ ð3
4
; 5
8
Þ

385· 193 )2.401009e)01 )2.551152e)01 )2.896303e)01

577· 289 )2.423052e)01 )2.581289e)01 )2.947009e)01

769· 385 )2.428560e)01 )2.594935e)01 )2.961160e)01
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The no-penetration, no-slip boundary condition ujC ¼ 0 is imposed on the boundaries of the

region, except for the inlet BM , B1M1, and outlet QR, Q1R1. At the inlet BM , the velocity field is

given by the standard parabolic profile

u ¼ 384
3

8

�
� y

�
y

�
�
1

4

�
; v ¼ 0; ð4:12Þ

and consequently, the velocity profile at the inlet B1M1 is

u ¼ �384
3

8

�
� y

�
y

�
�
1

4

�
; v ¼ 0: ð4:13Þ

Similarly, integrating the velocity field gives the boundary condition for w at the inlet:

On BM ; wb ¼ �1:5 y

�
�
1

4

�
þ 128 y

�
�

5

16

�3

þ
3

32
; ð4:14Þ

and

On B1M1; wb ¼ 1:5 y

�
�
1

4

�
� 128 y

�
�

5

16

�3

�
3

32
: ð4:15Þ

The other boundary values for w are given by

On RA;AF ; FE;ED;DC;CB;BA; wb ¼
1
8
;

On R1A1;A1F1; F1E1;E1D1;D1C1;C1B1;B1A1; wb ¼ �1
8
;

On MT ; TT1; T1M1; wb ¼ 0;

On QP ; PP1; P1Q1; wb ¼ 0:

ð4:16Þ

Inlet Inlet

Outlet Outlet

O O1

T T1

P P1

Q Q1R R1

B B1

M M1

A A1

C C1

D D1E E1

F F1

S1 S2

U1 U2

S3 S4

U3 U4

S5 S6

U5 U6

Fig. 13. A multi-connected domain of a heat exchanger.
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Again, we use the natural normal boundary conditions at the outlet

On RQ;R1Q1;
ow

on
¼ 0;

ou

on
¼ 0;

ox

on
¼ 0: ð4:17Þ

The boundary value for w on the middle box C2 ¼ S3S4U4U3 can be obtained by symmetry

wb ¼ 0; on C2: ð4:18Þ

The boundary condition for w at the other two cooling boxes: C1 ¼ S1S2U2U1, C3 ¼ S5S6U6U5

cannot be obtained directly. The fixed point iterative process described earlier has to be carried

out to get these constants.

A numerical simulation of the flow with a similar geometry was provided in an earlier literature

[12]. Such a calculation is based on the general vortex method package described in [27]. Nev-

ertheless, only a rough and brief structure of the flow can be observed by using the vortex method.

See Fig. 3.6 in [12]. To analyze a detailed structure of the the streamline and vorticity, we use the

fourth order method proposed in Section 3 to compute the flow. The Reynolds number is taken

as Re ¼ ðULÞ=m ¼ 2000, with the average velocity at the inlet U ¼ 1, the engine length L ¼ 1, and

m ¼ 0:0005. The calculations were carried out by using three grid sizes: Dx ¼ Dy ¼ 1=512,
Dx ¼ Dy ¼ 1=768 and Dx ¼ Dy ¼ 1=1024, respectively. Regarding the time step, we take

Dt ¼ 0:32h, which can be verified to satisfy (2.29), so that the overall scheme is stable. The vor-

ticity profiles computed by using the grid Dx ¼ Dy ¼ 1=512 at a sequence of times, i.e., t1 ¼ 0:5,

Fig. 14. Vorticity plots at t1 ¼ 0:5 for the flow past the heat exchanger at Reynolds number Re ¼ 2000. The compu-

tation is based on the fourth order method, at the resolution h ¼ 1=512. Thirty equally spaced contours from 1 to 100

and from )100 to )1, 20 equally spaced contours from 100 to 1000 and from )1000 to )100, are shown.
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Fig. 15. Vorticity plot at t2 ¼ 1, using the same resolution and the same contour levels as in Fig. 14.

Fig. 16. Vorticity plot at t3 ¼ 1:5, using the same resolution and the same contour levels as in Fig. 14.
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Fig. 17. Vorticity plot at t4 ¼ 2, using the same resolution and the same contour levels as in Fig. 14.

Fig. 18. Vorticity plot at t ¼ 6, using the same resolution and the same contour levels as in Fig. 14.
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Fig. 19. Comparison of vorticity profile of the flow past a heat exchanger, at y ¼ 1=16 cut for t ¼ 1, using three reso-

lutions: h ¼ 1=512, 1/768 and 1/1024. The solid line represents the result computed by the resolution h ¼ 1=1024, the
dashed line represents that of h ¼ 1=768, and the dotted line represents that of h ¼ 1=512.
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Fig. 20. Comparison of the vorticity profile of the flow past a heat exchanger, at y ¼ 1=4 cut for t ¼ 1, using three

resolutions: h ¼ 1=512, 1/768 and 1/1024.
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Fig. 21. Comparison of the vorticity profile of the flow past a heat exchanger, at x ¼ 5=16 cut for t ¼ 1, using three

resolutions: h ¼ 1=512, 1/768 and 1/1024.
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Fig. 22. Comparison of the vorticity profile of the flow past a heat exchanger, at x ¼ 7=16 cut for t ¼ 1, using three

resolutions: h ¼ 1=512, 1/768 and 1/1024.
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t2 ¼ 1, t3 ¼ 1:5, t4 ¼ 2 are shown in Figs. 14–17, respectively. Fig. 18 shows the vorticity profile at

a later time, t ¼ 6.

For accuracy verification, the vorticity profiles computed by the three resolutions are compared

at time t ¼ 1 on y ¼ 1=16, y ¼ 1=4, x ¼ 5=16, x ¼ 7=16, in Figs. 19–22, respectively. It can be seen

that the results using the three resolutions match very well.

5. Conclusion remarks

In this paper, both the second and fourth order finite difference methods are developed for the

2-D incompressible flow in a multi-connected domain based on the vorticity–stream function

formulation. The key point is the discrete realization of boundary condition (1.5d), which results

in an iterative formula to determine the stream function constant values on the boundary sec-

tions of the ‘‘holes’’. The robustness of the proposed methods are shown by the numerical ex-

periments.
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Appendix A. Proof of proposition 3.1

Proof. Using the notation of Section 2, we denote by eww ¼ w1 � w2, where w1, w2 are the solutions

of (3.8) with boundary conditions w1jC1
¼ C1, w

2jC1
¼ C2, respectively. Then

Dh þ
h2

6
D2

xD
2
y

� �
eww ¼ 0;

ewwjC0
¼ 0; ewwjC1

¼ C1 � C2:

8
<
: ðA:1Þ

The definition of / in (3.9) indicates that

/ðC1Þ � /ðC2Þ ¼
1

jC1j

3

2

Z ð1Þ

C1

eww
�

�
3

5

Z ð2Þ

C1

eww þ
1

10

Z ð3Þ

C1

eww
�
: ðA:2Þ

As can be seen, the right-hand side of (A.2) is different from (2.12) in the second order case:

three integrals,
R ð1Þ

C1

eww,
R ð2Þ

C1

eww,
R ð3Þ

C1

eww are involved in (A.2), whereas only
R ð1Þ

C1

eww was involved in

(2.12). A better estimate of (A.2) can be obtained by rewriting it. Motivated by the idea of the

stability analysis of the vorticity boundary conditions, which were shown in [8], we can write

ð3=2Þewwn�1;j � ð3=5Þewwn�2;j þ ð1=10Þewwn�3;j as

3

2
ewwn�1;j �

3

5
ewwn�2;j þ

1

10
ewwn�3;j ¼

2

5
ewwn;j þ

3

5
ewwn�1;j �

2

5
h2D2

x
ewwn�1;j þ

1

10
h2D2

x
ewwn�2;j: ðA:3Þ
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The substitution of (A.3) into (A.2), along with the fact that eww is a constant C1 � C2 on C1, gives

/ðC1Þ � /ðC2Þ ¼
1

jC1j

2

5
ðC1

�
� C2ÞjC1j þ

3

5

Z ð1Þ

C1

eww �
2

5
h2
Z ð2Þ

C1

D2
n
eww þ

1

10
h2
Z ð3Þ

C1

D2
n
eww
�
;

ðA:4Þ

where D2
n
eww is D2

x
eww on the boundary sections AB, CD, and D2

y
eww on the boundary sections BC, DA.

The following lemma, which is analogous to Lemma 2.2 in the second order case, gives the

estimate of eww near the boundary C1. The strategy of the proof is also similar to that of Lemma 2.2

and involves an application of the maximum principle to the operator ðDh þ ðh2=6ÞD2
xD

2
yÞ.

Lemma A.1. Let u be the solution of the system

Dh þ
h2

6
D2

xD
2
y

� �
u ¼ 0;

ujC0
¼ 0; ujC1

¼ 1:

(
ðA:5Þ

Then we have

06 un�k;j6 1� kh for n6 j6m: ðA:6Þ

Proof. With the same notation as in the proof of Lemma 2.2, the region X can be partitioned into

four sub-regions: A1ABB1, A1ADD1, D1DCC1, C1CBB1, denoted by X1, X2, X3, X4, respectively, as

shown in Fig. 3. The same function v as in (2.15) is considered. Detailed calculations indicate that

the function v constructed in (2.15) is concave, and satisfies

Dh þ
h2

6
D2

xD
2
y

� �
v6 0;

vjC0
¼ 0; vjC1

¼ 1:

(
ðA:7Þ

Then, clearly, f ¼ �ðDh þ ðh2=6ÞD2
xD

2
yÞvP 0. Also, u can be decomposed into two parts:

u ¼ vþ w, where w is the solution of the following system

Dh þ
h2

6
D2

xD
2
y

� �
w ¼ f P 0;

wjC0
¼ 0; wjC1

¼ 0:

(
ðA:8Þ

It can be argued, as in Section 2, that the maximum principle holds for the operator

ðDh þ ðh2=6ÞD2
xD

2
yÞ. In a uniform grid, the operator has the form

Dh

�
þ
h2

6
D2

xD
2
y

�
ui;j ¼

1

6h4
ððui�1;j�1 þ 4ui;j�1 þ uiþ1;j�1Þ þ ð4ui�1;j � 20ui;j þ 4uiþ1;jÞ

þ ðui�1;jþ1 þ 4ui;jþ1 þ uiþ1;jþ1ÞÞ; ðA:9Þ

so that the maximum principle is valid. This principle together with (A.8) shows that w6 0 at all

grid points. Then we have

u6 v at all grid points; ðA:10Þ

and in particular, un�k;j6 vn�k;j ¼ 1� kh. The first part of (A.6) comes directly from the maximum

principle of the operator ðDh þ ðh2=6ÞD2
xD

2
yÞ. Lemma A.1 is thus proven. h
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Obviously, eww ¼ ðC1 � C2Þu, where eww was given in Eq. (A.1) and u is the solution of (A.5), which

results in a bound of the second term in (A.4):

3

5

Z ð1Þ

C1

eww
����

����6
3

5
ð1� hÞjC1 � C2jjC1j: ðA:11Þ

The estimates of the last two terms in (A.4) are obtained by the following lemma.

Lemma A.2. Let u be the solution of (A.5). Then we have

h2
Z ð1Þ

C1

D2
nu

����
����; h2

Z ð2Þ

C1

D2
nu

����
����6 4h: ðA:12Þ

Proof. For simplicity, only the integral on the boundary section AB is discussed here. The

boundary sections BC, CD, DA can be dealt with in the same way. The equation in (A.5) gives

D2
xu ¼ � D2

y þ ðh2=6ÞD2
xD

2
y

� �
u, and its application to the grid point ðn� 1; jÞ results in

D2
xun�1;j ¼ � D2

y

�
þ
h2

6
D2

xD
2
y

�
un�1;j ¼ �

1

6
D2

yun�2;j �
2

3
D2

yun�1;j �
1

6
D2

yun;j: ðA:13Þ

Integration of (A.13) along the boundary AB (by the trapezoidal rule) gives

h2
Z

AB

D2
xun�1;j ¼ �

1

6
h2

1

2

un�2;mþ1 � un�2;m�1

h

�
�
1

2

un�2;nþ1 � un�2;n�1

h

�

�
2

3
h2

1

2

un�1;mþ1 � un�1;m�1

h

�
�
1

2

un�1;nþ1 � un�1;n�1

h

�

�
1

6
h2

1

2

un;mþ1 � un;m�1

h

�
�
1

2

un;nþ1 � un;n�1

h

�
: ðA:14Þ

As argued earlier, the application of the maximum principle in (A.5) shows that

06 ui;j6 1 for ðxi; yjÞ 2 X: ðA:15Þ

The combination of (A.14) and (A.15) gives

h2
Z

AB

D2
xun�1;j

����
����6 h: ðA:16Þ

Similar estimates can be applied to boundary sections BC, CD, DA. Lemma A.2 is thus

proven. h

As mentioned earlier, eww ¼ ðC1 � C2Þu. The combination of (A.4), Lemmas A.1 and A.2, gives

j/ðC1Þ�/ðC2Þj6
1

jC1j

2

5
jC1jjC1

�
�C2jþ

3

5
jC1jjC1�C2jð1�hÞþ

8

5
hjC1�C2jþ

2

5
hjC1�C2j

�

¼ 1

�
�
3

5
hþ

2

jC1j
h

�
jC1�C2j ¼ 1

�
�

1

10
h

�
jC1�C2j; ðA:17Þ

since jC1j ¼ 4. Proposition 3.1 is proven. h
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