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Abstract

In this paper we propose and analyze a finite difference numerical scheme for the Flory-
Huggins-Cahn-Hilliard equation with dynamical boundary condition. The singular logarithmic
potential is included in the Flory-Huggins energy expansion. Meanwhile, a dynamical evolution
equation for the boundary profile corresponds to a lower-dimensional singular energy poten-
tial, coupled with a non-homogeneous boundary condition for the phase variable. In turn, a
theoretical analysis for the coupled system becomes very challenging, since it contains nonlin-
ear and singular energy potentials for both the interior region and on the boundary. In the
numerical design, a convex splitting approach is applied to the chemical potential associated
with the energy both at the interior region and on the boundary: implicit treatments for the
singular and logarithmic terms, as well as the surface diffusion terms, combined with an explicit
treatment for the concave expansive term. In addition, the discrete boundary condition for the
phase variable is coupled with the evolutionary equation of the boundary profile. The result-
ing numerical system turns out to be highly nonlinear, singular and coupled. A careful finite
difference approximation and convexity analysis reveals that such a numerical system could be
represented as a minimization of a discrete numerical energy functional, which contains both
the interior and boundary integrals. More importantly, all the singular terms correspond to a
discrete convex functional. As a result, a unique solvability and positivity-preserving analysis
could be theoretically justified, based on the subtle fact that the singular nature of the log-
arithmic terms around the singular limit values prevent the numerical solutions (at both the
interior region and on the boundary section) reaching these values. The total energy stability
analysis could be established by a careful estimate over the finite difference inner product. Some
numerical results are presented in this article, which demonstrate the robustness of the proposed
numerical scheme.
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1 Introduction

The Cahn-Hilliard (CH) equation [3, 8] is a fundamental model that describes phase separation
processes in binary mixtures. Typically, this equation can be written as follows

b = Ap, (L1)
n=e"'Fl(¢) — e, (1.2)

where ¢ is the required phase separation and p is the chemical potential. F' is a double-well energy
and ¢ is an interface thickness parameter. Assuming homogeneous Neumann boundary conditions,
as is standard, the free energy of the system, namely,

B6) = [ (7 F (@) + 5170 da. (13)

is dissipated along solution trajectories. Recently, this choice of boundary conditions has come
under scrutiny, as it ignores the influence of the solid wall on internal dynamics. More importantly,
the homogeneous Neumann boundary condition is known to be invalid in some important applica-
tions, such as the contact line problem. Aiming to account for the possible short-range interactions
of the solid wall, physicists have derived several types of dynamic boundary conditions by introduc-
ing surface free energy. We analyze a numerical scheme for a dynamic boundary conditions model
proposed by Liu and Wu [36] and derived using an energy-variational principle. In more details,
the Liu-Wu model reads

¢t = Alu'a n= 6_1F/<¢) - €A¢7 in Qv (14)
Oppe=0, ¢lp=1, ondQ=T,
U = Arv, v=—kArY +e G (V) +€dpp, on 9N =T, (1.6)

where (Q is a bounded domain with Lipschitz continuous boundary I' := 0€2; v stands for the surface
chemical potential; Ar is the Laplace-Beltrami operator on I'; the constant x is the surface diffuse
interface thickness parameter; and ¢ is an bulk diffuse interface thickness parameter. Effectively,
periodic boundary conditions are employed for the surface diffusion problem. Owing to the no mass
flux O,u = 0 for the bulk problem and the periodic boundary conditions for the surface problem,
one will observe that no mass is exchanged between the surface and bulk regions, which leads to
respective mass conservation of ¢ in Q and ¢ on I'. Effectively, in the Liu-Wu model, the bulk
boundary condition is given by a lower dimensional CH type equation that is coupled with the
surface normal derivative term 0, ¢.
The bulk and surface energies are given by

Bon(@) = [ (5IV6F + e F@))da, Buttw) = [ (51900 +e7'60)) a5 (1)

To close the model, suitable energy functions F and G are needed in the system. We will focus on
the Flory-Huggins logarithmic energy, which is also known as the regular solution model. In other
words, we set F(¢) = R(¢) and G(v)) = R(v)), where

Re)=(1+c)ln(l4+¢)+(1—c)In(1 —¢) — %002, (1.8)

and 6 is a physical constant related to the interface thickness. The regular solution model, which
in many physical applications is considered more realistic than a polynomial double-well energy



density, has the added benefit that it keeps the solutions “positive.” In other words, the solutions
are expected to satisfy —1 < ¢, ¢ < 1.

Mathematically, the unique existence of both weak and strong solutions has been proved in [36],
and a different way to structure the weak solution was proposed recently [24]. The dissipation rate
can be calculated as follows. First, define

Etot((b) = Ebulk(‘b) + Esurf(q/})-

Then, it follows that
thtot(¢) = /Q {Ev¢ . V8t¢ + EilF/((ﬁ)at(Z)} da
+ /F {Hpr - Vo + s_lG'(w)Btw} ds
:/ {—5A¢+5_1F’(¢)}8tgbdac + / €0, PO dS
Q r
+ /F {—HArl/J + EflG’(w)} oy dS
:/ {—eAp+c7'F(¢)} Ogpde (1.9)
Q
+ / {—rAry + e 1G(v) + eOnd} Op dS
r

:/uat¢dm+/yat¢ds
Q T

:/MAudm—i—/yApvdS
Q r

:—/VM-VMdm—/VFV'VFZ/dS.
Q T

Thus
diEior = —[|Vul* = |Vrv|f < 0. (1.10)

See the related references [4, 5, 29, 36, 38] for more detailed discussions about Liu-Wu model and
other types of dynamical boundary conditions.

In a square domain, normal derivative is not well-defined at four vertices. To avoid this difficulty,
a periodic boundary condition in one direction (z-direction for example) was raised [16, 28]. This
can be regarded as that the mixture is confined between two infinite walls:

O =Ap, p=c 'F(¢)—ecA¢ (1.11)
o(x +al,y) = ¢(z,y), wx+al,y)=plz,y), a€ZT=1, (1.12)
Onttly=01=0, @ly=0 =T, ¢ly=1 =7 (1.13)
WP =Diup, pp=c'G (YP) — kD" + ondl,_ (1.14)
Wl =Diur, pr=e'G' (") = kD" + c0ngl,_, - (1.15)

The surface energy is given by

Esurt = /{yo} (7' 6" + 5I1VreP ) ds + /

(s_lG(v,Z)T) + E|VF¢T|2) ds,
{y=1} 2



and the total energy dissipation is valid in the same way as (1.9).

There have been many works of the Cahn-Hilliard equation with Flory-Huggins energy potential
and without dynamical boundary condition. The well-posed nature of the Flory-Huggins-Cahn-
Hilliard equation has been theoretically analyzed from different angles [1, 2, 7, 15, 18, 39]. Based
on non-degenerate and degenerate mobilities, the existence result was proved in [6, 23] respectively.
In terms of numerical approximation, the backward Euler finite element scheme was studied in the
early stage [6, 17]. A convex splitting approach was proposed in [14] and it was further extended
to equations coupled with incompressible flow [9, 10, 11, 26] and other Flory-Huggins-type energies
[19, 20, 21, 22, 45]. Besides, a Crank-Nicolson style numerical scheme, combined with the convex-
concave decomposition technique, was constructed in [12]. Of course, if a dynamical boundary
condition is considered, the coupled nature makes the theoretical analysis very challenging for the
physical system, at both the theoretical and numerical levels.

Some numerical efforts have been reported for the Cahn-Hilliard equation coupled with dy-
namical boundary condition, typically with polynomial energy potential. For example, a finite
element numerical scheme was proposed in [38]; an energy stability is proved, and a convergence
to the weak solution is established. A reaction rate dependent dynamic boundary condition was
considered in [29]. Based on the stabilized linearly implicit approach, a first-order-in-time, linear
and energy stable scheme was proposed in [5], and the semi-discrete error analysis was provided
as well. A second order stabilized semi-implicit scheme was analyzed in [37]. In addition, a scalar
auxiliary variable (SAV) approach was applied to the Cahn-Hilliard-Hele-Shaw system in [44], with
the energy stability analysis theoretically justified.

Meanwhile, a direct extension of these numerical approaches to the Flory-Huggins-Cahn-Hilliard
system (1.4) — (1.6), with dynamical boundary condition, faces many serious difficulties. The
singular nature of the logarithmic terms makes the positivity-preserving property (for both 1+ ¢
and 1 — ¢) very important for the well-defined property of any numerical scheme. A coupled
nature between the interior region and the boundary section makes a theoretical analysis even more
challenging. In this article, we propose and analyze a numerical scheme for the modified Flory-
Huggins-Cahn-Hilliard system (1.11) — (1.15), with three theoretical properties justified: positivity-
preserving, unique solvability, and unconditional stability for the total energy.

The numerical approximation to the chemical potential profiles, at both the interior region
and on the boundary section, is based on the convex-concave decomposition of the Flory-Huggins
energy functional. An implicit treatment of the nonlinear singular logarithmic term is applied to
theoretically justify its positivity-preserving property; in fact, the singular and convex nature of
the logarithmic term prevents the numerical solution reach the singular limit values [14], so that
a point-wise positivity is preserved for the logarithmic argument variables. The linear expansive
term is explicitly updated to ensure a unique solvability property, due to its concave nature. The
surface diffusion term is implicitly treated, which comes from its convexity. Moreover, a numerical
approximation to the non-homogeneous Neumann boundary condition for the phase variable turns
out to be an essential part of the numerical design. To facilitate the theoretical analysis, we
use a standard finite-difference approximation method. The discrete boundary condition for the
phase variable, at the next time step, is coupled with the evolutionary equation of the boundary
profile. The normal derivative is discretized by a long stencil scheme, as well as the homogeneous
Neumann boundary condition, to maintain the second order accuracy in space. With the help of
the summation-by-parts formula, this method leads to a difference definition of the inner product,
which will be mentioned in the following section.

The resulting numerical system is highly nonlinear, singular and coupled; both the interior and
boundary numerical operators are involved. The unique solvability and positivity-preserving anal-
ysis for the proposed numerical scheme turns out to be highly challenging. By a careful convexity



analysis over the proposed finite difference approximation, it is discovered that such a numerical
system could be represented as a minimization of a discrete numerical energy functional. In com-
parison with the homogeneous Neumann boundary condition, this numerical energy contains both
the interior and boundary inner products over the associated grid points. Moreover, it is observed
that all the singular terms correspond to a discrete convex functional. As a result, a unique solv-
ability and positivity-preserving analysis could be theoretically justified, since the singular nature
of the logarithmic terms around the singular limit values prevent the numerical solutions (at both
the interior region and on the boundary section) reaching these values. The total energy stability of
the numerical scheme is a direct consequence of a careful energy estimate, which gives a dissipation
law for the discrete version of the total energy. The summation-by-parts formulas for the physical
variables, both at the interior region and on the boundary section, will play an important role in
the analysis.

For the rest of this article, the spatial discretization notations are recalled in Section 2, and the
fully discrete finite difference scheme is proposed. The unique solvability and positivity preserving
analysis is established in Section 3. The total energy stability estimate is provided in Section 4.
Some numerical results are presented in Section 5. Finally, some concluding remarks are made in
Section 6.

2 Numerical scheme

2.1 Finite difference spatial discretization

A semi-standard finite difference spatial approximation is applied. We present the numerical ap-
proximation on a two-dimensional computational domain ©Q = (0,1)2. An extension to three-
dimensional domain will be straightforward, and omitted for brevity. For further simplicity of
presentation, we assume a periodic boundary condition in the x direction and physical boundary
conditions imposed at the top and bottom of the domain, namely, at

I'p:={(z,y) |0<z<1 y=0}, I'p:={(z,y)|0<2x<1, y=1}. (2.1)

The case of physical boundary conditions on all four boundary sections could be analyzed in a
similar manner. In addition, a uniform spatial mesh size, Ax = Ay = h = % with N € NT, is
assumed. We define

Vp,x(Q) = {f’b,] ‘ fz,j - fi+aN,j7 Vz’,a S Zv .7 - 07 7N}7

which is the set of grid functions with discrete periodic boundary conditions imposed in the z-
direction. In particular, the subscripted symbols p, z indicate throughout the paper that periodic
boundary conditions are imposed in only the z-direction. Herein the notation f;; represents the
numerical value of f € V, ,(€2) at the real-space point (p;, p;) € R?, where p; := i - h. Analogously,
we define, for any m € {0,1,2,...},

Cp(Q) :={f € C"(R < [0,1;R) [ f(z,y) = fx + ev,y), Va € Z, Vo € R, Vy € [0,1]}.
We can naturally define a projection operator Py, : CJ () =V, 2(Q) via
Ph(f)l7]:f(pl7p])7 V,LGZ7 VJE{O,,N}

To accommodate Neumann boundary conditions in the y-direction in our numerical method,
we need to add ghost layers at the top and bottom of the domain. We define grid function space
with these ghost layers via

V;x(Q) =A{fij| fij = fitanj, Vi,a €Z, j=—1,--- ,N+1}.



Analogously, we define the grid function spaces
Epa(Q) = {fiv1pnj | fixrpnj = fitrjorany, Vi@ €Z, j=0,--- N},

Np,ﬂf(Q) = {fi,j+1/2 ‘ fi,j+1/2 = fi+o¢N,j+1/2a Vi,Oé € Z7 ] = 07' o 7N - 1}
and
N Q) = {fijrp | fijrie = fivanjiip Vi@ €Z, j=—1,--+ N}.

We now define the discrete average and difference operators A, Dy : Vp 2(Q) = &, 2(Q2) via

1 1
Az fivipoj = 5 (fivrj+ fij)s Dafiqys; = 7 (fix1,j — fij) s (2.2)

for any f € V, (). Likewise, we define the discrete average and difference operators A,, D, :
Vi (Q) = NJF.(Q) via

1 1
Ay fijai = 5 (fijr1+ fij)s Dyfijrys = 7 (fij41 — fij)- (2.3)

for any f € V;,f . (). Analogously, we define the discrete average and difference operators a,d, :
Epx(Q) =V 2(Q) via

1
acfij =5 (firrpy + ficipnj) s defij = 7 (fisrpaj = fic1paj) » (2.4)

DN | =

for all f € &, .(£2), and we define the discrete average and difference operators ay, dy, : /\/’;f () —
Vpo(2) via

1 1
aygij = 5 (Gijaro + Gijorpp) s dygij = 7 (9ij412 = Gij—172) » (2.5)

for all g € N.F.(€).
For a scalar grid function g € Vif,(Q) and a vector function f= (f, f)T, with f* € &, ()
and f¥ € N7, (€), the discrete divergence is defined as

Vi (9),; = de (Aag £7); 5+ dy (Ayg 1), ; (2.6)

In this case, observe that Vj, - (gf) € Vp.2(Q). Now, suppose that ¢ € V,/,(Q). Then, naturally,
Vo := (Dy¢, Dy¢)T has D, € E,,(Q) and Dy¢ € N2 (Q). Suppose that g € V[, (Q). Then, we
can also define, as above,

Vi, (thd))M = dy (Aszg ngf))m- +dy (Ayg Dygb)m ) (2.7)
where V, - (gV19) € Vp2(Q). If g =1, then
Ah¢z’,j =V - (Vh¢)m- =dy (Dm¢)i,j + dy (Dy¢)i7j ) (2'8)

where A¢ € V), ,(€2), which is the usual 5-point stencil.
For two grid functions f,g € V), 2(£2), the discrete L? inner product and the associated norm
are defined as

= 1, 1<j<N-1
(1,90 =0 > w;fisgis ij{ 1 iZO0N T fllze = VAL e
i=0 j=0 2 s 4V,



The mean zero space grid function space is defined as

o — 1
@)= {7 € Vpul@) [ 0=F = 11 (7. 0a |
where 2| = 1 is the area of Q. Similarly, for two vector grid functions f = (f*, N7 and § =

(g%, g")T, with f% g% € £, .(Q) and fY,g¥ € N, (), the corresponding discrete inner product is
defined as

N-1
T e P ] W T N T RV PN N el S VR S

i,j=0
In addition to the discrete || - ||2,o norm, the discrete maximum norm is defined as
1 oo = ) max [fil
0<j<N

for all f € Vp4(Q). Discrete H} and H} norms are introduced as for f € Vi (),

IVaf13 = [Vaf. Vaf) = [Daf. Dafl, + [Dyf. Dyf), .
117 = IF15 + Va3, 17 = 117 + 1 Anf

2
2,0

We need to compute finite differences with respect to the second variable, that is, y or j, of grid
functions f € V;f .(22), and have these be evaluated at the physical boundaries I'r and I'g. To do
this, we define the following operators for any f € V;: ()

fix— fi—1

Dy fio = ay(Dyf)io = T

and f s
~ i, N+1 — Ji,N—1
Dyfi,N = ay(Dyf)i,N = LIV oh ! .
Of course, we can extend the definitions to be valid at any grid points, but we only need these

differences at the boundary. For instance, we enforce homogeneous Neumann boundary conditions
as follows: for any f € V,f.(Q)

OZDnyO:M — fi,—lzfi,l'
2h
and s ;

On the top and bottom boundary sections I'r, I'g, the following one-dimensional periodic grid
function spaces are utilized

VWC(PT) = VP7JJ(PB) = mec(r) = {Soi | i = Qitan, Ya,ic€ Z}-

The following inner product and norm are introduced: for any f,g € V, .(I'):

N—-1
(fo9)r =h Y figis | fllor = +/(f Pr-
=0



We define the operator A} : V), . (I') = Vp »(I') via

vy Jiv1 —2fi+ fia
hf”L T h2

The operators A;, D, act in a natural way on the space V, ,(I') and we suppress the formulas.
The following summation-by-parts formulae can be proven easily using the techniques found
in [25, 41, 42, 43] and elsewhere.

Lemma 2.1. For any ¥, 0,9 € V;fx(Q), and any f: (f=, fNT, with f* € £,.(Q) and f¥ €
NJI(Q), the following summation-by-parts formulas are valid:

<1/1, Vi, - f? [Vh% } +h Z ( (finse + fiN—1p2)YiN — (fi,1/2 + fiy,1/2)¢i70),
_ [VM& f} +{ay fi.N, Ve, N)p — (@y fr,00 Vu0) (2.9)

N-— 1
<¢a Vi, - (gvh¢)> [Vhl/% Ahgvh¢ + h Z ygDy¢)i,N+l/2 + (AygDyd))i,N—l/z)@bi,N

1
—h Z 5 (AygDyd)isys + (AygDyd)i—1p2)vi0

- [Vm/}, Ahgvh¢] < y(AygDy¢)*,N, w*,N>r - <ay(Ay9Dy¢)*,07 ¢*,0>ra

(2.10)
where we use the notation
[V, ApgVig] == [Dath, Azg D¢, + [Dyth, AygDyd) .
In particular, if g = 1, the following identity is valid:
(V, Anp) = — [V, Vo] + (ay(Dyd) s N, Vs, N — (ay(Dyd)x05 Vs0)p
— [Vith, V] + (Dybusu ) = (Dybugs o), - (2.11)

We now need to define an important positive, linear operator that will be used in our analysis.
First observe the following: for any ¢ € V, (), there is a unique solution ¢ € VI () to the
problem

_Ahw =,
subject to the boundary conditions
~ i1 — i .
—Dy%,o:# =  Yi-1=t%i1, 0<i<N-1,
and y "
~ i\N+1 — Vi N—1 :
= Dy = — o7 : =  YiNy1=Yin-1, 0<i< N -1

The solution operator for this problem defines a one-to-one onto mapping from Vp +(2) to me(Q)
We will let Ly, : Vpx(Q) — Vpx(Q) represent be the (one-to-one, onto) forward operator in the
problem, incorporating the boundary condltlons into the definition of the operator. The solution
operator is, of course, the inverse, denoted L; * Voz(Q) = V().



In essence, the forward operator Lj; is just negative the discrete laplacian operator, except
near the top and bottom physical boundaries, where the definition of the operator differs from the
negative discrete laplacian in order to incorporate the discrete homogeneous Neumann boundary
conditions. Specifically, for ¢ € V;, ,(€2), we have

A —2¥istei G,
Lty = { — ARy y — 20NN (2.12)
—Apt; g, otherwise.

Another interpretation for our definition is that we have removed the need for the ghost layer by
incorporating the boundary conditions. We have the following result.

Proposition 2.1. The operator Ly, : f/p@(Q) — f/p@(Q) defined above is positive and symmetric
in the sense that

W, L) = (L, d)g s ¥ 1,6 € Vp ()
and

(h, Lnth)g > 0, V¥ €Vpa(Q), ¢ Z0.
For any ¢1, @2, ¢ € )}p@(Q), we define
(1, 02)—1h0 = (01, Ly (92))g s lell—1hg = \/{0,0)—1n0- (2.13)

It is straightforward to prove that this defines an inner-product/norm combination.
Likewise, for any ¢1, @2, ¢ € V;, »(I"), we define

(p1,02) 100 = (21, (A5 " (@2))ps  llel-1nr = /(0 @)1 (2.14)
As above, for any ¢ € V (D), = (—AH"1(p) € )>p,z(I‘) is the unique solution to the problem

AR = .

2.2 The fully discrete numerical scheme

After taking great pains to define the appropriate operators, we are now in a position to define the
finite difference scheme.

Given time step size s and spatial mesh size h, the following finite difference scheme is proposed,
using the convex-splitting approach: given ¢" € V, ,(2), find ¢"+1, yn*! € Vi .(Q), such that

¢n+1 qbn

— - — Appt! (2.15)
p" =T (In(1 + ¢ — In(1 — ") — Gpd™) — eApe™ T, (2.16)
Dypist = Dyt =0, (2.17)
oryt =0 LN = o (2.18)
¢>"“s— b _ Apn (2.19)
pp = (L + @) — In(l = @) — boeh) — kAT — eDyo (2.20)
¢”+18 . AR, (2.21)
prtt = e (1 + @) — In(1 = ¢3t) — 6o¢) — RATSFT + eDydli (2.22)



Observe that the ghost points ¢. _; and ¢. 41 are involved in the discrete normal derivative term
in (2.20) and (2.22). Further note that second-order spatial accuracy is ensured at the boundary.
This present technique requires an assumption that equation (1.11) can be extended beyond the
boundary and the exact solution is sufficiently regular, so that the ghost point evaluations (at
j=—-1land j = N + 1) could be considered. By the standard summation-by-parts formulae
introduced in the paper, we can prove easily that the method is mass conservative. In particular,

if a solution exists at each time level n € N, then
o= (9" 1) = (¢°,1) = 90 = f, (2.23)
O = (&%, 1)p = (8%, 1) = 0% =: B0, (2.24)
@ = (o7, 1>r <¢9‘7 1>1“ = @ =: Br,0. (2.25)

3 Unique solvability and positivity preserving properties

We need to define a subspace of grid functions that are mean-zero in the bulk and boundary regions
simultaneously. To do so, we need a special class of grid functions.

Definition 3.1. The function f € V, 2(Q2) is called o bulk-boundary constant-mass function
iff
fB,Oa (NS Z> ] = 07
fi,j = fT,07 1€ Za ] = Na (31)
fOu ZEZ? ]-SJSN_]-)
where fBo, fro, fo € R are constants. The vector subspace of all bulk-boundary constant-mass
functions is denoted M. The grid function subspace

H = {q € f/p,m(Q) 4B := qx0 € f}p,z(rg) and qr := ¢ N € ) ,x(FT)}

is called the bulk-boundary mean-zero space. The grid functions q := qxpo € f)p,m(FB) and
qr = qx,N € Vp2(I'r) are called the boundary projections of q.

The following proposition will help with our analysis. Its proof is straightforward and, therefore,
omitted.

Proposition 3.1. Suppose that ¢ € H and f € M, that is, ¢ is a bulk-boundary mean-zero grid
function and f is a bulk-boundary constant-mass function. Then

<¢a f>Q = 07 <¢*,07 f*,0>1" = Oa <¢*,N7 f*,N>F = 0. (3'2)

Furthermore, suppose ¥ € Vp.(Q) satisfies 1 = g (bulk average mass), Yp = agg (bottom

boundary average mass), and r = aro (top boundary average mass), where o, apg, o are
constants and

Y =10 and Yr =N
are the boundary projections of 1. Define the bulk-boundary constant mass function
aB,0, i €Z, Jj=0,
aij = aro, i€Z, j=N, (3-3)
ﬂ[ao_%(aB,0+aT,0)]a 1€, 1<j<N-1

10



Then
Y—ae€ H.

In other words, 1 — a is a bulk-boundary mean-zero function.

We will need a technical lemma for the proof of Proposition 3.2 to follow. The straightforward
proof of the lemma is omitted for brevity.

Lemma 3.1. Suppose that f € V;, (), g7 € Vp ('), and g € Vo (I'B). Suppose that, for all
YeHd,
<f7 ¢>Q + <gT>wT>I‘ =+ <ng zﬂB>r = 01

where we continue to use the convention that 11 = 1, v and g = 1, 9. Then, there are constants
Co, CT,(], 0370 € R such that

fij+Co=0, VieN, 1<j<N-1, (3.4)
h
§fT,i +9ri+Crp=0, VieN, (3.5)
h
§f3,¢ +95:+Cpo=0, VieN. (3.6)

To make the expression of the scheme and its properties more compact, let us define
I(¢) == (14 ¢)In(1+ ¢) + (1 - ¢)In(1 — ¢),

from which it follows that

I'(¢) = In(1 + ¢) — In(1 — ).
We have the following equivalence property.

Proposition 3.2. Define the functional

1 1 1
F(9) = 56— 0" 2 ana+ - 16m — 8312 1ar + - lo7 — 121 0r

+e ({0 Vg + 2 (6w, Do+ (16r). 1

+ 2 (6. Lud)g + 7 (65, —Afés)r + 5 (b1, —Afer)r

— 7105 (167, 6ha + 2 (0 bm)e + 3 (@0l ).

where

OB = Px0, OT = GuN, O i=dig, Ori=dLy

are the point-wise boundary projections of ¢ and ¢" into the spaces Vp »(I'r) and Vp, (I'r), respec-
twely. If F}' has a stationary point in the admissible set

A ={0 V() | 1< ¢ij <1, 0<j< N, i€Z, ¢=Po ¢5=7PBpo, ¢r=P5r0}, (3.8)

then this point is a numerical solution of the scheme (2.15) — (2.22). Conversely, if a numerical
solution of the scheme (2.15) — (2.22) exists, then it is a stationary point of the functional F}'.

11



Proof. To start, observe that the numerical solution of (2.15) and (2.16) can be equivalently rewrit-
ten as

_1(Il(¢n+1) _ 00¢n) _ €Ah¢n+1 + Cn + %Lgl(¢n+1 _ ¢n) — 07 (3'9)

where C,, € R is a constant that must be included since L};l(gi)”Jrl — ¢") is technically mean zero.
The boundary conditions for ¢! must still applied separately via the use of ghost cells. However,
we may effectively eliminate the values at the ghost cell points. To do so, we write (2.20) and (2.22)
in the equivalent forms

Dyt = LAY — 0B + e IO — 600) — kOO, (310
—eDygi = HCADT G — 63) + Cr b IOF) — o) - ROFG, (31D)

where Cp,, and Cr,, are constants. Now, observe that, in general, for any ¢ € V;f (),

Lynoio + %Dygﬁi,o, i€Z, j=0,
—Andij = Ludin — §Dydin, €L, j=N, (3.12)
Lpgij = —Andij, 1€Z, 1<j<N-1

Thus, at the boundary points, the solution of the scheme must satisfy
—eApglS "t = eLnoly! 2 D it

2 1 — n n
= eLpg}h' + h (g<—Aﬁ) Yo = oB)i + Cn

+ e TG — 000h) — RATOE), (3.13)

and

_EAh¢Z —¢cL ¢n+1_7D ¢n+1

2
2 (AN G — 6+ Or

+ e (TG — 000 — kOGRS, (3.14)

For the boundary points, then, combining (3.9), (3.13), and (3.14), we have

= 5Lh¢ZN +

1
0=e""(I'(g7g") = bodiin) + Cn + L Lj (9" = 6")ig

21 — n n
E(;(—A“ﬁ) Nt — ¢h)i + Com

(G5 — oo ) — AT ). (3.15)

+ sths?gl +

and
1
0= (I'(GFR") = O0dln) + Cu+ S Ly (@74 = ")
2/1
+sLh¢?#+ﬁ(;<—A%> (@5 = )i + O

IS — 000 — kAGOLS). (3.16)

12



(= ): Now, suppose that F}’ has a stationary point, ¢ € Ap. In other words, for any ¢ € H,

(¢ + 7))

=0
First, observe that, given ¢ € Ay and ¢ € H, qﬁ + 1Y € Ay, provided 7 € R is sufficiently small. It
follows that
dF”

0= (¢> + 7)

7=0

== <w, L6~ 6")g + e (V5 (~A5) (85 — 9By + e (s (~A5) (61 — 61);
+e <<I’<¢>,w>9 o (Ign) )+ - <I’<¢T>,wT>F>
€ {t, Lnd)g + . (Wn, ~Afdp)r + 1 (Ur, —Afor)
— 7100 (16" W)+ 3 (0. v + 2 (0 v ) (3.17)

Appealing to our technical lemma, Lemma 3.1, it follows that

1
LN — ¢M)ij +e T (dig) +elngij — e 007 + C,=0, VieN, 1<j<N-1, (3.18)

where C,, € R is a constant. Furthermore, at the top boundary points,

0= (6T — obi) + SLadE + L (¢ = i
1 1 1 -
L CAD T r — 6 + 1 (1) — Oub) — +wEor + (3.19)

where C’Tn € R is a constant, and at the bottom boundary points,

0= 5 (I/(¢n+1) 90(152 >+ L (Z)n—l-l ?Lf_Ll((bn—i_l o ¢n>i’0
' %(—A”ﬁ)_l(% OB+ e (I(6m,) — o0h,) — 2 hA0Bi+ Cp  (320)

where Cp,, € R is a constant. Comparing (3.9), (3.15), and (3.16) with (3.18), (3.19), and (3.20),
respectively, and adjusting the constants as necessary, we have the result.

( <= ): The other direction is simple. If (3.18), (3.19), and (3.20) all hold, then the solution of
those three equations must be a stationary point of Fj'. O
Proposition 3.3. The functional F}! is strictly convex over the admissible set Ay,

Proof. Fix ¢ € Ay. Let ¢ € H be arbitrary. For all 7 in a (sufficiently small) neighborhood of 0,
¢+ 179 € Ap. The second variation is

dZF”
((;5 + ¢) = é <¢7 L}:17p>9 + % <¢Bv (_Ai)_1¢3>p + % <¢T7 (_Ai)_1¢T>F
=0
+et <<¢I//(¢)a V) + % (VBI"(¢B),¥B)p + % (rI"(¢7), ¢T>r>
+ & (6, Lv)o + 7 (¥m, —Afvs)p + - (¥r, —Afr);r
> 0. (3.21)
The variation is strictly positive if ¢ € H is not identically the zero grid function. O
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Our next task is to prove that F}' always has a unique minimizer, which is also a stationary
point. The following preliminary estimates are needed for the unique solvability analysis. The
proofs are similar to an associated result in [14] and are omitted for brevity.

Lemma 3.2 ([14]). Suppose that ©*, ¢ € V,.(Q), with  — ¢* € pr(Q) Assume that —1 <
Gijpr; <1, for all 0 <4,j < N. The following estimate is valid:

1L, (@ = ¢)lloo2 < i, (3.22)
where C1 > 0 only depends on 2. Similarly, for f,g € Vp ('), with f — g € )>p7x(F), and —1 <
fi,g: <1, for all 0 < i < N, the following estimate becomes available:

(A7) = 9)lloor < Co, (3.23)

where Cy > 0 only depends on I'r, I'p.
Theorem 3.1. Given ¢" € V, ,(Q), with —1 < ¢ri <1,0<4d,j5 <N, and " = Bo, 9% = Bro,
¢ = Pro, there exists a unique solution ¢™* e Vpo(Q2) to the scheme (2.15) — (2.22), with

-1 < <Z>"+1 <1,0<1i,5 <N, and "1 = fy, ¢"+1 = BB.o; "+ = Pro. In particular, the
solution is the unique minimizer and stationary point of the functzonal FY, and we write

" = argmin F*(¢).
PEA
Proof. Recall that Fy' is a strictly convex functional over the domain Aj. Consider the following

closed, convex domain: for § € (0,1/2),
Aps={p€An| —-14+46<¢;; <1-0, 0<j<N, i€ZL}. (3.24)

Since Ap s is a convex, compact set, there exists a (not necessarily unique) minimizer of F}' over
Aps. The key point of our positivity analysis is that such a minimizer could not occur at one of
the boundary points of Ay, s, if § is sufficiently small.

Fix 6 € (0,1/2). Let us suppose that the minimizer ¢* € Ay, 5 of F}' occurs at a boundary point
of Ap 5, by which we mean that ¢* € Aj and

10"l o0 =1 0.
Without loss of generality, we assume that
(ﬁo,jo:_l—*_é7

for some grid point (ig,jo). Suppose that ¢* attains its maximum value at the point (i1,j1). To
start with, let us assume that neither (ig, jo) nor (i1, j1) appear on one of the physical boundary
sections, I'g or I'r. The physical boundary cases will be analyzed later. By the fact that ¢* = S,
it is obvious that ¢, ; > Bo.

Consider the directional derivative: for any ¢ € H,

drnr
1 hi(p+ 1Y)
.

7=0

= (0 L0~ 6 + o (o, (AR (¢> BB+ o (Yr, (~AD (07 — S,
et (10 0)q+ <f' (@n). )+ 5 (1'6r).vr))

(W Ll + % (s, ~Aom)r + 1 (wr, ~Afor)r
— 700 (6" W)+ 3 (bbb + 3 Gy ) (3.25)
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Let us pick the direction ¢ € H, such that

QJZ)%J 0; 10 .o T 5i,i15j7j1’ (3'26)

where 6y ¢ is the Kronecker delta function. The following equality is valid:

T FR (0 4 70,2 =+ (L0 — 6% — L (0 — 6%, )
+ et (In(1 + 94, 4,) — (1 = 67, )
+ et (= It + %, 5,) +In(1 - 67, 5,))
+ (L}, j, — Lndt, ) — € 00(DF 4y — 1 iv)- (3.27)

Because of the fact that ¢F —14 96 and ¢F

toje = > By, we have

i1,J1
0
n (1 + (ﬁo,jo) —In (1 B ¢?0,j0) =n(9) = In(2 = do) =In <2—5> ’

* x -
~In(1-¢) ;) +n(1-¢} ) <—-In(l+5)+In(l-7F)=1In <1 —1—[532) '

Thus,
(hl (1 + ¢lo Jo) —In (1 B :o,jo) —In (1 B ¢Z1 31) +In ( o gb;mi))
1) 1-—
<elln (2—(5) +etn (1 n gz> . (3.28)

For the first two terms appearing in (3.27), an application of Lemma 3.2 indicates that

—2C1 < Ly = Migjo — Ly (8% — ™)y gy < 2C1. (3.29)

Since ¢* achieves its minimum value at the grid point (ig, jo), with
—1+6 =95 < 9,

for any arbitrary grid point (4, j), and its maximum value at the grid point (i1, j1), with
¢r; <Pl <146,

for any (i, ), we conclude that

Lh¢;o,jo - —Ah¢:0,j0 <0 and Lh¢:1,]1 - Ah¢11 J1 =
which implies that
€ (Lh(b?o,jo - Lh(ﬁ:l:jl) <0. (3.50)

For the numerical solution ¢™ at the previous time step, a point-wise bound ||¢"||, < 1 indicates
that

260 26
T = qu Jo 117J1 = ? (3‘31)
Combining substitution of (3.28) — (3.31) into (3.27) yields
1 0 1—Bo C1 to
F —(In|{-——= 1 2— +2—. .32
b Ao oot (n(G0) +m () #2942 e



Define the following quantity:

1. [(1-8 C 6
=1 271 4970 .
Cy en<1+ﬁo>+ —+2- (3.33)

It is obvious that Cj is a fixed, finite number, provided the time step size s > 0 and the interface
parameter € > 0 are fixed, though the parameter blows up to infinity, as s,e \, 0. For fixed s and
e, we may choose 1/2 > § > 0 small enough so that

1 1)
—In|—= : .34
611<2+5>+C’3<0 (3.34)
This in turn reveals that
1 )
d, Fi* (¢* o< =-In|l—— ) .
n (o +w>|70_5n(2+5)+03<0<o (3.35)

If ¢ is sufficiently small, such an inequality contradicts the assumption that F}' has a minimum at
¢*, since the directional derivative is negative in a direction pointing into the interior of Ay s.

In the case that the minimum is achieved at one of the physical boundaries, the argument is
a little more involved. Let us assume the minimizer is given by ¢*, with <Z>1*070 = —1+44, at the
physical boundary grid point (ig,0) € I'g. Meanwhile, we suppose that ¢* attains its maximum
value over the bottom boundary section, at the boundary point (i1,0). As usual, we denote by ¢7,
¢7 the point-wise projections of ¢* onto V,»(I'p) and Vy, »(I'r), respectively. Because of the fact
that ¢ = B0, it is obvious that ¢} , > Bp.o.

We use the direction (test) function ¢ € H again as defined in (3.26), but with jo = j; = 0.
Subsequently, the directional derivative becomes

e R0+ 70— = 52 (106" = 600 — L (67 = 6")ivo)
+ %((—Ai)’l(% — OB — (—A0) (0% — 6B )
n 5—1(% n 2h*1)<ln(1 + @iy0) — In(l - @*0,0))
n 5—1(% n gh—1)< —In(1 4 ¢f, o) +In(1 — ¢Z,0))
N g@h%o — Lydj, o) — kh™ (A%}, — AT ¢7)
(k4 2 (G — ) (3.36)

In comparison with (3.27), in which the minimum value point (ig, jo) is located within the interior
of the grid, a distinguishing feature of the directional derivative (3.36) is the coefficient in front of
the singular logarithmic terms, which is e7(3 + 2h~!), instead of e~1 in (3.27). In either case,
the corresponding coefficients are positive, and this crucial fact will play an essential role in the
positivity-preserving analysis.

Similar to the inequalities (3.28) — (3.31), the following estimates are valid:

1/2::2/h (In(1 + 67, 0) — In(1 + ¢}, o) — In(1 — ¢}, o) +In(1 — &7, o)) (3.37)
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Ch

c 1 — * n - * n
_?1 < % (Lh1(¢ - ¢ )io,O - Lh1(¢ - ¢ )i1,0) < ?7 (3'39)
Cy 1 AZ) - n Cy
—2,- <5 (A7) U h — ¢B)is — (A1) Heh — dB)i) < 25— (3.40)
6 —
3 (Lnd}, 0 — Lnd}, o) < 2072, (3.41)
K
, (S0, + Afof,) <0, (3.42)
and, finally,
90(1+4 h) 0o 1/2+2h n n Op(1+4 h)
_ . / < ( - / ) ( o= Z‘1’0) < <5/ (3‘43)
Subsequently, a substitution of (3.38) — (3.43) into (3.36) results in
_1/2+2/h 5
th (" + 1Y), < In <2+5> + Cu, (3.44)

where

Cy =

1/242/h 1-— Ch1+4Cy/h 2 1+4/h
[2+2/h BeoY , C1t 2/ NP, /h
1+ BBo h2 €

As before, Cy a constant for fixed s > 0, h > 0, and € > 0, though it is singular, as s, h,e \, 0. Of
course, for any fixed s, €, and h, the value of § > 0 could be chosen to be sufficiently small so that

9

hzd CEP(S 4 )] < 1/21_2/h1n<2j5>+04<0. (3.45)
Again, this inequality contradicts the assumption that F}* has a minimum at ¢*, since the directional
derivative is negative in a direction pointing into the interior of Ay ;.

Using a similar analysis, we are able to prove that, if the minimizer is given by ¢*, with

nN = —1+0, at a boundary grid point (i, N) € T'r, the same inequality (3.35) becomes
available, which in turn leads to a contradiction.

One more case needs to be taken into consideration. If the minimum value of the minimizer
function occurs at one interior point, with ¢7 . = —1 + ¢, while its maximum value is achieved
at one boundary point, say (i1,0), without loss of generality. Again, an obvious bound becomes
available, @7 o > Sy, due to the fact that ¢* = Bo. In turn, a careful evaluation of (3.25), with the
direction v given by (3.26), gives

1 1
2d FR(¢" +m9)l,0 = (Lﬁl(qﬁ* = )igjo — 5 Ln (" = ¢”)z‘1,0>
2
—(—AD T 6 — 0B+ (In(L+ 6, 5,) — (L= 6}, 5,))
rel(z+ 2h—1>( ~In(1+ ¢4, 0) + (1 = 6}, )
+e(Lndy, j, — Lh% o) + kh ALY

—e 000} i, + 190( + 207N} . (3.46)

h

Using similar estimates as in the first two cases, we are able to prove that

_ 0
h2d Fh (¢ + 7'77/})’ _0 1 ln <2—‘,—(5> =+ 05 < 0, (347)
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in which Cj stands for another constant for fixed s > 0, A > 0 and € > 0. The technical details are
skipped for the sake of brevity. Of course, such an inequality contradicts the assumption that F}
has a minimum at ¢*, since the directional derivative is negative in a direction pointing into the
interior of Ay 5.
As a result, global minimum of F}’ over Ay s could not occur at a boundary point ¢* such that
i.jo = 1 — 0, for some (io, jo), so that the grid function ¢* has a global maximum at (io, jo). The
analysis follows similar ideas as outlined above, and the details are left to interested readers.
Therefore, the global minimum of F}' over Ay, s could only possibly occur at an interior point,
for 6 > 0 sufficiently small. Since F}' is a smooth function, we conclude that there must be a

solution ¢ € Ay, 5 (provided that ¢ is sufficiently small), so that
dr Fy' (g + 7¢)],—0 =0, Vo €H, (3.48)

which is equivalent to the numerical solution of (3.9). Therefore, there exists a numerical solution
to (3.9), over the compact domain Aps C Ay, with point-wise positive values for 1 + o™t and
1 — ¢"t1. The existence of a positive numerical solution is established.

Meanwhile, since F}' is a strictly convex function over A, the uniqueness analysis for this
numerical solution (over the open set Ap) is straightforward, following a convexity analysis. The
proof of Theorem 3.1 is complete. O

Remark 3.1. The positivity preserving analysis used herein has been successfully applied to var-
tous gradient flow models, such as the Cahn-Hilliard equation with Flory-Huggins energy poten-
tial [11, 12, 14, 21, 19, 20, 22, 45, 46], the liquid film droplet model [47], the Poisson-Nernst-Planck
system [34, 35, 40], the reaction-diffusion system with detailed balance [31, 32, 33], etc. In these
works, the convex nature of the energy functional associated with singular term has played an es-
sential role. This feature prevents the numerical solution approach the singular limit values of —1
and 1, which turns out to be the key point in the analysis.

4 Total energy stability analysis

With the positivity-preserving and unique solvability properties for the numerical scheme (2.15)
— (2.22) established, a stability analysis for the total energy could be established. The following
discrete energy is introduced:

B,(6) = & ({10), g + (1(6), U + (16, 1)1 ) — 22 (6130 + 9131 + lor 1B )
+ = (0. Lndg — 5 ({08, Afos)r + (o1, Afor)r ). (4.1)

where

I(¢) = (1+¢)In(1+¢) + (1 —¢)In(1 - ¢).

Theorem 4.1. For any time step size s > 0, the numerical solution of (2.15) — (2.22) satisfies
En(@") + s(IVau" 3 o + 1 Dapp™ 5.0 + 1Dop I3 ) < En(e™), (4.2)

s0 that Ep(¢") < Ej(¢°), for all n € N.
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Proof. Taking a discrete inner product of (2.15) with p"*1 gives
<¢n+1 _ ¢n7lun—‘,-1>Q _ <¢n+1 _ ¢n -1 (Il(¢n+1) . 90¢n) . 5Ah¢n+1>9
_ 8< n+1 Ahun+1>
= —s|Vau" "3 0, (4.3)

in which the homogeneous discrete Neumann boundary conditions for p™*! have been applied.
Next, the convexity of I(¢), implies that

(" =" T'(¢")) = (1(¢"T), 1), — (I(¢™), 1) (4.4)
(G — 6 TG > (1), 1)y — (T3, I (4.5)
(T — g, T ) 2 (163, )y — (1(63), Dy (4.6)
(61— ¢, —6") > - ;<||¢"+1||m—u¢”um> (17)
(5 — 8 — )y >—3<u¢n+luzr 165 130)- (48)

(o7 — &t —0h) = — H 50— o3 ). (4.9)

Meanwhile, for the surface diffusion term, an apphcatlon of the summation-by-parts identity (2.11)
(in Lemma 2.1) indicates that

_ <¢n+1 _ ¢n ¢n+1>Q [ ¢n+1 ¢n) vh¢n+1]g
— Dyl ouil = ohn) + (Dl o —otg) - (410)

The estimate for the first term on the right hand side of (4.10) comes from the convexity of

Vo130

[Vu(6™" — 6", V1™ ] 2 2 (1906 [0 — 1946 [3). (411)

For the boundary terms appearing in (4.10), we recall the representation formula (3.10) and obtain

£ (Dyoitt oib' = dlo) = e (Dydit' o5 — 0k )
1
= (AN @ — 0RO — o)y
+ (NI (PFT) — O0g) — kARG, ST — ¢ ) (4.12)
Similarly,
e (Dyon i ol = din) :—e<D qs’:?&,w“ o)
f< B — o), ent — o),
+<s‘1 I'( :7“)*90%) Tontl gntl — gy (4.13)
We also have
1
(AN G — 0RO — o) = s (T AT ),
= 5| Dapp I3 s (4.14)
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s n T LN 1 Vs
(T — o, —ATSE )L 2 51 Dadp — | D2¢%115.r), (4.15)
and similarly,
]' x s T Va3 n 27 n
S <(_Ah) ( - o), +1 - <Z5T>r == <MT+1 h:uB+1>F
= 5] Dapi 5 s (4.16)
n .T 3 1
(o — ¢, = AL 2 51 Dad — D=6 5,r), (4.17)

Then we arrive at, for the bottom boundary,
e (Dysish ot — o)
e (o) — e 1(0) — 5 (o™ 5 — I 0k13r)

9
t5 (I1Dz%" 15,0 — HDa:qu\lz,r) + | Dap 3 (4.18)

o

and, for the top boundary,
e (Dyoil onit = oin).
> e H(er) - 5*1[((;5%) (I!cb”“llz,r —[l¢713.r)

(HD HD:cbeHz 1) + sl Dapp I3 - (4.19)

Finally, substitution of (4.4), (4.7), (4.10), (4.11), (4.18) and (4.19) into (4.3) results in (4.2),
so that the total energy stability is proved. This finishes the proof of Theorem 4.1. O

Remark 4.1. Many studies have discussed the convergence of convex splitting and other energy
stable schemes under classical periodical and homogeneous Neumann boundary conditions [27, 30].
Because of the spatial truncation error, the exact solution is inconsistent with the discrete mass
conservation. If we denote ® as the exact solution and define the numerical error ey := ¢ — ®, this
error function will not be mean-zero at a discrete level, so that the discrete H™ norm || - ||—1p is
not well-defined. Fourier projection (including Sine and Cosine projection) is a common way to
make exact solution satisfy discrete mass conservation with acceptable error [13, 14, 26]. For the
semi-discrete convergence reported in [5, 87, this problem does not happen. However, the Fourier
projection is invalid for the dynamical boundary condition. A suitable alternative to the Fourier
projection is needed, which is the difficulty in analyzing the convergence of the proposed scheme.
We will consider this issue in our future research.

5 Numerical experiments

In this section, some numerical examples will be presented to validate the proposed scheme. A
combination of multigrid method and Newton iteration is applied to deal with the nonlinear equa-
tions coupled between the interior region and the boundary section. A nonlinear full approximation
scheme (FAS) multigrid method is applied for solving the semi-implicit numerical scheme (2.15) —
(2.19). We present the convergence test and perform some 2-D sample computation results, while
a 3-D extension could be similar. The computational domain is taken as Q = (0,1)2, parameters
will be specified when mentioned.
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5.1 Convergence test

We first test the convergence rates of the scheme (2.15) — (2.19). For this numerical experience, we
take s = 0.001h% so that the target convergence rate is of O(h?). Parameters are fixed as e = 0.02,
k = 0.02 and 8y = 3. All the programs stop at the same final time. A smooth initial data is chosen
as

¢o(x,y) = 0.8 cos(4dmx) cos(4dmy). (5.1)

The convergence rate for the physical boundary section is indicated separately to verify the 2nd
order spatial accuracy in both the interior area and boundary section. Associated norms in different
discrete function spaces and different dimensions, defined in subsection 2.1, are displayed respec-
tively. Since the exact form of the solution is not available, instead of calculating the absolute error
at final time, we compute the Cauchy difference, instead of a direct calculation of the numerical
error:

8 = ¢n, — Lj (¢n;) , (5.2)

where I]Cc is a projection from coarse mesh to fine mesh. This requires relatively coarse solution,
parametrized by h., and a relatively fine solution, parametrized by hy, where h. = 2h;, at the same
final time. The detailed results are displayed in the following tables.

Boundary
Grid size 16-32 32-64 64-128 128-256
72 3.0401E-02 7.6736E-03 1.9241E-03 4.8129E-04
/% rate 1.9861 1.9957 1.9992
£ 2.7768E-02 6.9293E-03 1.7708E-03 4.4370E-04
£ rate 2.0027 1.9683 1.9967

Table 1: Convergence rate on the physical boundary

The whole domain

Grid size 16-32 32-64 64-128 128-256
02 1.7003E-02 4.0737E-03 9.9197E-04 2.4604E-04
/2 rate 2.1024 2.0569 2.0113
¢ 2.7768E-02 7.7649E-03 2.1448E-03 6.9708E-04
/> rate 1.8384 1.8561 1.6214

Table 2: Convergence rate over the whole domain

Table 1 and Table 2 present the errors and convergence rates, based on the data at T =
0.001 produced by the numerical scheme (2.15) — (2.19). The 2nd order convergence on the physical
boundary is indicated in Table 1, where the inner product and the associated norm are defined in the
lower dimension. It is observed that all the numerical convergence rates approach to the theoretical
value as the spatial mesh is refined.

5.2 Spinodal decomposition

In this section, we perform a numerical simulation to verify energy decay and mass conservation.
The parameters are chosen as follows: € = 0.02,0y = 3,x = 1. The time step size and space step
are taken as h = 1/128, s = 1075, respectively.
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To simulate the phenomenon of spinodal decomposition, the initial data in the bulk are chosen
to satisfy

¢7; =0.2+0.02 X 1y j, (5.3)

where r; ; are uniformly distributed random numbers in [—1,1]. In Figure 1 we present several
snapshot evolutions of ¢ at the selected time instants. The physical boundary is established on the

left and right sides of the square domain, while a periodic boundary condition is imposed in the y
direction.

1=0.0008

(c) t=0.001

1=0.01

0 0.2 0.4 0.6 08 1 0 0.2 04 06 08 1 [ 0.2 0.4 06 08 1

(g) t=0.02 (h) t=0.05 (i) t=0.1
Figure 1: The phase evolution of ¢ at several time instants with initial data (5.3).

The mixture does not phase separate on the physical boundary because there are no initial
fluctuations there, and ¢ takes on the uniform value of 0.2 at the left and right boundaries. In the
snapshots, the interface is not perpendicular to the wall, in contrast to the case where homogeneous
Neumann boundary conditions are taken on the physical boundary. A transition layer at the
physical boundary forms, with a certain thickness, where a short-range wetting-type interaction
can be observed.

In the left part of Figure 2, the evolution of energy is illustrated, which indicates an energy
decay in time. We also display the evolution of mass difference of ¢, which is defined as ¢ — ¢°,
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Figure 2: (a) Left: the time evolution of the energy. (b) Right: the time evolution of the mass
difference.

with ¢" given by (2.23). The mass variation is displayed in the right part of Figure 2, and indicates
mass conservation of about 1 x 1077,

5.3 Droplet evolution

In this part, we initialize a square droplet with its center at point (0.5,0.2), and one edge of
the droplet occurs at the dynamical boundary (see the first picture in Figure 3). The phase
value inside the droplet is 0.8 and outside the droplet is —0.8, and the parameters are chosen as
e = 0.01,0p = 3,k = 0.01. Figure 3 presents the evolution of the droplet. The physical, mass-
conserving boundary is now at the bottom of the domain. It is observed that the square droplet
gradually evolves into a circle and the interface forms a certain contact angle with the solid wall
that deviates from 90 degrees. Recall that a 90-degree angle would form at a physical boundary
when homogeneous Neumann boundary conditions are used. The deviation that is observed is
due to the fact that mass is separately conserved on the physical boundary, and this prevents the
formation of perpendicular contact angle.

10,001 1-0.008 1-0.005 1-0.01

' ' ' '
09 09 09
08 08 08 08
o7 07 07 07
06 08 08 06
05 05 05
4 4 04 04
03 03 03 03
02 02 02 02
' 01 01
0 0 3 o
1 o 02 04 06 08 1 o 02 04 06 08 1 o 02 o4 06 o8 1

Figure 3: Snapshots of solution for droplet evolution at selected time instants ¢ = 0, 1 x 1073,
3x1073,5x1073, 1 x 1072

5.4 Two droplet evolution

In this part, we numerically simulate the slow fusion process of two circular droplets. As shown in
Figure 4, two droplets barely contact with each other and the bottom boundary crosses through
both of them. Two numerical simulations, with homogeneous Neumann and dynamical boundary
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conditions, respectively, are displayed in Figure 5. In the case of homogeneous Neumann boundary
condition, the interface between two kinds of liquid (yellow and blue) quickly becomes perpendicular
to the boundary. Without mass conservation on the surface, the yellow part on the boundary
merges into one very fast and lengthened slightly. In the case of dynamical boundary condition,
the total length of the yellow part basically remains unchanged, due to the mass conservation on
the surface, and the coarsening on boundary takes a longer time. The contact angle changes during

the evolution process as well.
t=0

0.9 06
0.8

04
07
06 02
05 0
0.4 02
03
02 o
01 06
] -0.8
0 0.2 0.4 0.6 0.8 1

Figure 4: Initial profile of the fusion process of two circular droplets.

1=0.0001

1=0.0001

Figure 5: (a): The evolution of droplet fusion process, with the homogeneous Neumann boundary
condition, at time instants t = 1 x 107%, 1 x 1073, 3 x 1072, 1 x 1072, (b) The evolution of droplet
fusion process, with the dynamical boundary condition at the bottom boundary, at the same time
instants.

5.5 Comparison of evolution rate

In section 5.4, it is observed that the dynamic boundary slows down the merging of structures
near the solid physical wall. Here we perform a further comparison of evolution rate between
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homogeneous Neumann and dynamical boundary conditions. The initial profile is presented in
Figure 6 and the simulation results are displayed in Figure 7. Once again, the physical boundary
is at the bottom.

More obviously than Figure 5, the blue part surrounded by yellow gradually disappears and
the mass conservation constraint greatly slows down the evolution process. We have reason to
believe that, if the yellow part spans a wider range, the difference in evolutionary speed will be

more pronounced. Also, at equilibrium, the contact angle deviates from 90 degrees with the mass-
conserving boundary condition.

=0
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02
0.4
06

0 02 0.4 06 08 1

Figure 6: Initial profile of fusion process.

Figure 7: (a): The evolution for fusion process, with the homogeneous Neumann bottom boundary
condition, at time instants t = 1 x 1074, 2 x 1073, 1 x 1072, 3 x 1072. (b) The evolution for fusion

process, with the dynamical bottom boundary condition, at time instants t = 2 x 1073, 3 x 1072,
2x 1071 6 x 1071,
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6 Conclusions

In this paper, we have presented a fully discrete finite difference numerical scheme of the Cahn-
Hilliard equation with dynamic boundary condition and Flory-Huggins energy functional. A log-
arithmic potential is included in the Flory-Huggins energy over the whole domain, a dynamical
evolution equation for the boundary profile corresponds to a lower-dimensional singular energy
potential, coupled with a non-homogeneous boundary condition for the phase variable. In the pro-
posed numerical scheme, a convex splitting technique is applied to treat the chemical potential, at
both the interior area and on the boundary section. Furthermore, the discrete boundary condi-
tion for the phase variable is coupled with the evolutionary equation of the boundary profile. The
resulting numerical system could be represented as a minimization of a discrete numerical energy
functional, which contains both the interior and boundary integrals. In particular, an implicit
treatment of the logarithmic term ensures the positivity-preserving property, which comes from its
singular nature as the phase variable approaches the singular limit values. The total energy stability
analysis could be theoretically justified as well. Some numerical experiments have been presented
to demonstrate the theoretical properties of the proposed numerical scheme. Convergence analysis
will be considered in the future works. In particular, a suitable process is needed to replace the
Fourier projection, in order to achieve the mean-zero property of the error function and make the
H~! norm well-defined. Furthermore, the nonlinear scheme corresponds to high computational
costs. Therefore, we aim to design a linear structure-preserving numerical scheme in the future and
apply it to problems involving variable mobility and other types of dynamic boundary conditions.
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