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CONVERGENCE ANALYSIS OF A POSITIVITY-PRESERVING

NUMERICAL SCHEME FOR THE CAHN-HILLIARD-STOKES

SYSTEM WITH FLORY-HUGGINS ENERGY POTENTIAL

YUNZHUO GUO, CHENG WANG, STEVEN M. WISE, AND ZHENGRU ZHANG

Abstract. A finite difference numerical scheme is proposed and analyzed for
the Cahn-Hilliard-Stokes system with Flory-Huggins energy functional. A con-
vex splitting is applied to the chemical potential, which in turns leads to the

implicit treatment for the singular logarithmic terms and the surface diffusion
term, and an explicit update for the expansive concave term. The convective
term for the phase variable, as well as the coupled term in the Stokes equation,
is approximated in a semi-implicit manner. In the spatial discretization, the
marker and cell difference method is applied, which evaluates the velocity com-
ponents, the pressure and the phase variable at different cell locations. Such
an approach ensures the divergence-free feature of the discrete velocity, and
this property plays an important role in the analysis. The positivity-preserving
property and the unique solvability of the proposed numerical scheme are the-
oretically justified, utilizing the singular nature of the logarithmic term as the
phase variable approaches the singular limit values. An unconditional energy
stability analysis is standard, as an outcome of the convex-concave decompo-
sition technique. A convergence analysis with accompanying error estimate
is provided for the proposed numerical scheme. In particular, a higher order
consistency analysis, accomplished by supplementary functions, is performed
to ensure the separation properties of numerical solution. In turn, using the
approach of rough and refined error estimates, we are able to derive an optimal
rate convergence. To conclude, several numerical experiments are presented
to validate the theoretical analysis.

1. Introduction

The Cahn-Hilliard-Stokes (CHS) system, a gradient flow equation coupled with
incompressible fluid motion, can be used to describe the phase separation and flow
of a very viscous binary fluid [11]. Let Ω ∈ R

d, d = 2, 3, be an open domain. The
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following CHS system with Flory-Huggins potential is considered:

∂tφ+∇ · (φu) = Δμ,(1.1)

−Δu+ u = −∇p− γφ∇μ,(1.2)

∇ · u = 0,(1.3)

μ = δφE = ln(1 + φ)− ln(1− φ)− θ0φ− ε2Δφ,(1.4)

with no-flux and no-penetration free-slip boundary conditions,

(1.5) ∂nφ = ∂nμ = 0, u · n = ∂n(u · τ ) = 0 on ∂Ω× (0, T ].

In this system, φ is a binary fluid concentration, μ, p and u describe the chemical
potential, pressure and fluid velocity vector, respectively. The parameter γ > 0
is related to surface tension. Observe that equations (1.1)–(1.4) correspond to a
simplified version of a model studied by others, obtained by assuming that two
fluids have the same densities, and the gravity effects may be ignored [10, 25].

For the fluid part of the physical system, the no-penetration boundary condition,
u · n = 0 on ∂Ω, is natural. Meanwhile, both the no-slip boundary condition,
u · τ = 0, and free-slip boundary condition, ∂n(u · τ ) = 0 (on ∂Ω), are physically
reasonable. On the other hand, the Stokes operator with the free-slip boundary
condition is symmetric, due to the homogeneous Neumann boundary condition for
the pressure field induced by this boundary condition. As a result, the analysis with
free-slip boundary condition becomes simpler than the one with no-slip boundary
condition. For simplicity of presentation, we only focus on the free-slip boundary
condition for the velocity vector in this article, although the analysis could be
similarly extended to the one with no-slip boundary condition; the technical details
are left to interested readers.

For any φ ∈ H1(Ω), with the point-wise bound −1 < φ < 1, the Flory-Huggins
free energy functional is given by

(1.6) F (φ) =

∫
Ω

(
(1 + φ) ln(1 + φ) + (1− φ) ln(1− φ)− θ0

2
φ2 +

ε2

2
|∇φ|2

)
dx,

in which ε, θ0 are positive constants associated with the diffuse interface width.
The following dissipation property is valid for the energy functional (1.6):

(1.7) ∂tF (φ) = −‖∇μ‖2 − 1

γ

(
‖u‖2 + ‖∇u‖2

)
.

It is clear that the logarithmic free energy functional has a singularity near the
values of ±1, which poses a great challenge in the numerical design. As an alternate
approach, a nonsingular polynomial energy has also been widely used

(1.8) F (φ) =

∫
Ω

(
1

4

(
φ2 − 1

)2
+

ε2

2
|∇φ|2

)
dx.

Similar to (1.6), this model has a double-well potential, which can be regarded as
a polynomial approximation to the original one, with a larger error in the actual
physical situation [2]. A finite element analysis of (1.1)–(1.2), with an added time
derivative in the Stokes equation and polynomial energy (1.8), was reported in a
recent paper [11].
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 3

One can show that, for these particular flow boundary conditions, if the fields
are sufficiently regular, it follows that

−Δp = γ∇ · (φ∇μ) in Ω,(1.9)

−∂np = γφ∂nμ = 0 on ∂Ω.(1.10)

In short, one can separate the pressure and velocity calculations. Taking advantage
of this property, let us define a Helmholtz-type projection as follows:

(1.11)
PH :

{
f ∈

[
H1(Ω)

]3 ∣∣∣ f · n = 0 on ∂Ω
}

→
{
v ∈

[
H1(Ω)

]3 ∣∣∣ ∇ · v = 0 in Ω, v · n = 0 on ∂Ω
}
,

where PH(f) := f + ∇p, where p ∈ H̊2
N (Ω) ∩ H1(Ω) is the unique solution to

−Δp = ∇ · f in Ω, as in (1.9)–(1.10). Here

H2
N (Ω) :=

{
φ ∈ H2(Ω)

∣∣ ∂nφ = 0 on ∂Ω
}

and

H̊2
N (Ω) :=

{
φ ∈ H2

N (Ω)
∣∣ (φ, 1) = 0

}
.

Clearly,
(PH(f),f − PH(f))L2 = 0.

From this we can prove the L2 stability of the projection. Of course, sufficiently
regular solutions to the CHS system (1.1)–(1.4) satisfy

−Δu+ u = −γPH (φ∇μ) ,

assuming the no flux, no-penetration, and free-slip boundary conditions. Thus,
the Cahn-Hilliard-Stokes system can be reformulated to, effectively, remove the
velocity:

(1.12)
φt +∇ · (uφ) = Δμ,

u = −S−1PHγ(φ∇μ),

where
S := −Δ+ I,

with the appropriate boundary conditions. One can observe that equation (1.12)
is, in essence, a Cahn-Hilliard-type equation, a modified gradient flow.

For this PDE system, a positivity-preserving property, that is, 1 + φ > 0 and
1 − φ > 0, can be theoretically justified, due to the logarithmic terms appearing
in μ. Of course, the numerical analysis of the Cahn-Hilliard equation, by itself, is
an interesting topic, and recent works have been devoted to that equation with an
assumed Flory-Huggins potential: for example, the finite difference method [2] and
the finite element approach [1, 38].

The question of energy stability has always been an essential issue for any numer-
ical approximation to a gradient flow coupled with fluid motion, and some existing
works have been reported [12, 23, 34]. Meanwhile, most existing numerical efforts
have been based on the polynomial approximation in the energy potential, so that
singularities can be avoided with respect to the phase variable. For the Flory-
Huggins energy potential (1.6) and the corresponding CHS system (1.1)–(1.4), the
preservation of both the point-wise positivity (for the logarithmic arguments) and
the energy stability turns out to be a very challenging issue. This comes from the
highly nonlinear, singular, and coupled nature of the PDE system. In this work,
a fully discrete finite difference scheme is proposed and analyzed for solving the
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CHS system with logarithmic Flory-Huggins potential. Four theoretical properties
will be justified for the numerical scheme: positivity-preserving, unique solvabil-
ity, unconditional energy stability (in the physical free energy), and optimal rate
convergence.

In more details, the numerical approximation to the chemical potential is based
on the convex-concave decomposition of the Flory-Huggins energy functional, which
dates back to Eyre [19]. This approach ensures a theoretical justification of its
positivity-preserving property, because of an implicit treatment of the nonlinear
singular logarithmic term. In particular, the singular and convex nature of the
logarithmic term prevents the numerical solution reaching the singular limit values,
so that a point-wise positivity is preserved for the phase variable. See the related
works [6, 8, 13–15,17, 28–30,32, 39, 40] of the positivity-preserving analysis for vari-
ous gradient flow models with singular energy potential. The linear expansive term
is explicitly updated, for the sake of unique solvability, due to the negative eigen-
values involved. The surface diffusion term is implicitly treated, which comes from
its convexity. Meanwhile, the other parts of the CHS system have to be handled
very carefully, to ensure the desired theoretical properties. The convective term
in the phase field dynamic equation is discretized in a semi-implicit way: explicit
treatment for the phase variable and implicit treatment for the velocity vector. The
static Stokes equation is implicitly computed, with the chemical potential deter-
mined by the convex splitting approach. The full numerical system turns out to be
the gradient of a strictly convex energy functional, which in turn guarantees the
unique solvability of the numerical solution. This symmetric feature represents a
key difference between the current work and the related works in [4,5], in which the
discretization of the Cahn-Hilliard-Navier-Stokes system leads to a nonsymmetric
numerical system, due to the fluid convection terms. As a result of the unique solv-
ability and positivity-preserving property, the energy dissipation of the numerical
scheme could be derived by a standard energy estimate.

In the present paper, an optimal rate convergence analysis and error estimate
of the proposed numerical scheme are provided, which will be the first such result
for the singular energy potential phase field model coupled with fluid motion. As
illustrated by a few related existing works [2, 3, 7, 12, 31] for the fluid-phase field
coupled system with a polynomial approximation energy potential, the standard
�∞(0, T ; �2) ∩ �2(0, T ;H2

h) error estimate does not work for the CHS system (1.1)–
(1.4), due to the lack of control for the highly nonlinear convection term. Instead,
we have to perform an �∞(0, T ;H1

h) ∩ �2(0, T ;H3
h) error estimate, and such an

estimate in a higher order Sobolev norm is necessary to make the error term asso-
ciated with the nonlinear convection term have a nonpositive inner product with
the appropriate error test function.

In addition to the positivity-preserving property, the separation property of the
numerical solution, i.e., a uniform distance between the numerical solution and the
singular limit values (-1 and 1) is needed in the nonlinear error estimate. However,
such a uniform bound is not directly available in any global-in-time analysis. To
overcome this difficulty, a combination of rough and refined error (RRE) estimates
must be applied. This RRE technique has been successfully applied to various non-
linear PDEs [16–18,26,27,29]. In more details, a higher order asymptotic expansion,
up to the second order temporal accuracy, is performed with a careful linearization
technique. Such a higher order asymptotic expansion enables one to obtain a rough
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 5

error estimate, so that the �∞ bound for the phase variable could be derived. This
bound then plays a crucial role in the subsequent analysis. Namely, the refined
error estimate is carried out to accomplish the desired convergence result.

The rest of the paper is organized as follows. In Section 2, the standard finite
difference spatial approximation is recalled. In Section 3, we propose the fully
discrete finite difference scheme and establish the positivity-preserving property,
unique solvability and unconditional energy stability. The convergence analysis of
the numerical scheme, with first order temporal accuracy and second order spatial
accuracy, is provided in Section 4. Some numerical experiments are presented in
Section 5. Finally, some concluding remarks are given in Section 6.

2. The spatial discretization

The standard centered finite difference spatial approximation is applied. We
present the numerical approximation on the computational domain Ω = (0, Lx) ×
(0, Ly)× (0, Lz) . The notation of two-dimensional domain could be naturally ex-
tended. More relevant details and descriptions can be found in the related reference
works [7, 24, 33, 37].

2.1. Basic definitions. For simplicity, we consider Ω = (0, Lx)× (0, Ly)× (0, Lz),
and assume that h = Lx/Nx = Ly/Ny = Lz/Nz, where h is the spatial size, and
Nx, Ny, Nz are given integers. We define the following:

Definition 2.1. For any positive integer N , the following point sets are defined:

EN := {i · h|i = 0, . . . , N}, CN := {(i− 1/2) · h|i = 1, . . . , N},
CN̄ := {(i− 1/2) · h|i = 0, . . . , N + 1}.

The two points belonging to CN̄ \ CN are the so-called ghost points.
Define the function spaces

CΩ := {φ : CN̄x
× CN̄y

× CN̄z
→ R},

Ex
Ω := {φ : ENx

× CNy
× CNz

→ R}, Ey
Ω := {φ : CNx

× ENy
× ENz

→ R}.
Ez
Ω := {φ : CNx

× CNy
× ENz

→ R}, EΩ := Ex
Ω × Ey

Ω × Ez
Ω.

The functions of CΩ are called cell-centered functions. In the component form,
cell-centered functions are identified via φi,j,k := φ(ξi, ξj , ξk), where ξi := (i− 1

2 )·h.
The functions of Ex

Ω, etc., are called face-centered functions. In the component form,
face-centered functions are identified via fi+ 1

2 ,j,k
:= f(ξi+ 1

2
, ξj , ξk), etc.

The discrete boundary conditions, associated with cell-centered function and
edge-centered function, respectively, are proposed in Definition 2.2.

Definition 2.2. A discrete function φ ∈ CΩ is said to satisfy homogeneous Neu-
mann boundary conditions, and we write n · ∇hφ = 0, iff φ satisfies

φ0,j,k = φ1,j,k, φNx,j,k= φNx+1,j,k,

φi,0,k = φi,1,k, φi,Ny,k= φi,Ny+1,k,

φi,j,0 = φi,j,0, φi,j,Nz
= φi,j,Nz+1.
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A discrete function f = (fx, fy, fz)T ∈ EΩ is said to satisfy no-penetration bound-
ary conditions, n · f = 0, iff we have

fx
1/2,j,k = 0, fx

Nx+1/2,j,k= 0,

fy
i,1/2,k = 0, fy

i,Ny+1/2,k= 0,

fz
i,j,1/2 = 0, fz

i,j,Nk+1/2 = 0.

Definition 2.3. A discrete function f = (fx, fy, fz)T ∈ EΩ is said to satisfy
free-slip boundary conditions iff we have

fx
i+1/2,0,k = fx

i+1/2,1,k, fx
i+1/2,Ny+1,k = fx

i+1/2,Ny ,k
,

fx
i+1/2,j,0 = fx

i+1/2,j,1, fx
i+1/2,j,Nz+1 = fx

i+1/2,j,Nz
,

fy
0,j+1/2,k = fy

1,j+1/2,k, fy
Nx+1,j+1/2,k= fy

Nx,j+1/2,k,

fy
i,j+1/2,0 = fy

i,j+1/2,1, fy
i,j+1/2,Nz+1 = fy

i,j+1/2,Nz
,

fz
0,j,k+1/2 = fz

1,j,k+1/2, fz
Nx+1,j,k+1/2= fz

Nx,j,k+1/2,

fz
i,0,k+1/2 = fz

i,1,k+1/2, fz
i,Ny+1,k+1/2 = fz

i,Ny ,k+1/2.

The two-dimensional notation is similar:

fx
i+1/2,0 = fx

i+1/2,1, fx
i+1/2,Ny+1 = fx

i+1/2,Ny
,

fy
0,j+1/2 = fy

1,j+1/2, fy
Nx+1,j+1/2= fy

Nx,j+1/2.

2.2. Discrete operators, inner products, and norms. The standard center
difference operators are defined as follows:

Definition 2.4. Define dx : Ex
Ω → CΩ component-wise via

dxfi,j,k :=
1

h

(
fi+ 1

2 ,j,k
− fi− 1

2 ,j,k

)
,

with dy : Ey
Ω → CΩ and dz : Ez

Ω → CΩ defined analogously. Then we have the
discrete divergence:

∇h· : EΩ → CΩ, ∇h · f := dxf
x + dyf

y + dzf
z,

where f = (fx, fy, fz)T ∈ EΩ.
Define Ax : CΩ → Ex

Ω component-wise via

Axφi+ 1
2 ,j,k

:=
1

2
(φi+1,j,k + φi,j,k) ,

while Ay : CΩ → Ey
Ω and Az : CΩ → Ez

Ω could be analogously introduced. Then we
have a discrete average:

Ah : CΩ → EΩ, Ahφ := (Axφ,Ayφ,Azφ)
T
.

We define Dx : CΩ → Ex
Ω component-wise via

Dxφi+ 1
2 ,j,k

:=
1

h
(φi+1,j,k − φi,j,k) ,

while Dy : CΩ → Ey
Ω and Dz : CΩ → Ez

Ω could be similarly introduced. The discrete
gradient becomes

∇h : CΩ → EΩ, ∇hφ := (Dxφ,Dyφ,Dzφ)
T .

The standard discrete Laplace operator is defined as

Δh : CΩ → CΩ, Δhφ := ∇h · ∇hφ.
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 7

Remark 2.1. We can also define, in a straightforward way, the discrete Laplacian
for face centered functions, ΔhEx

Ω → Ex
Ω, et cetera. For instance, if g ∈ Ex

Ω, then

Δhgi+ 1
2 ,j,k

=
gi+ 3

2 ,j,k
+gi− 1

2 ,j,k
+gi+ 1

2 ,j+1,k+gi+ 1
2 ,j−1,k+gi+ 1

2 ,j,k+1+gi+ 1
2 ,j,k−1−6gi+ 1

2 ,j,k

h2
,

and likewise for functions in Ey
Ω and Ez

Ω.

Now we are ready to introduce the following grid inner products and norms.

Definition 2.5. Define

(φ, ψ) := h3
Nx∑
i=1

Ny∑
j=1

Nz∑
k=1

φi,j,kψi,j,k, ∀φ, ψ ∈ CΩ,

and

[f, g]x :=
1

2
h3

Nx∑
i=1

Ny∑
j=1

Nz∑
k=1

(fi+ 1
2 ,j,k

gi+ 1
2 ,j,k

+ fi− 1
2 ,j,k

gi− 1
2 ,j,k

), ∀ f, g ∈ Ex
Ω,

with [·, ·]y and [·, ·]z formulated analogously.
For any f = (fx, fy, fz)T , g = (gx, gy, gz)T ∈ EΩ, the discrete inner product

becomes

(f , g) := [fx, gx]x + [fy, gy]y + [fz, gz]z.

Definition 2.6. For any f ∈ EΩ, we define the norm

‖f‖2 :=
√
(f ,f).

In addition, for φ ∈ CΩ we introduce the following norms:

‖φ‖∞ := max
i,j,k

|φi,j,k|,

‖φ‖p := (|φ|p, 1) 1
p , 1 ≤ p < ∞,

‖∇hφ‖p :=
(
[|Dxφ|p , 1]x + [|Dyφ|p , 1]y + [|Dzφ|p , 1]z

) 1
p

, 1 ≤ p < ∞.

Observe that (∇hφ,∇hφ) = ‖∇hφ‖22, for the case p = 2.
In addition, an (·, ·)−1,h inner product and ‖ · ‖−1,h norm need to be introduced

to facilitate the analysis in later sections. For any ϕ ∈ C̊Ω := {f ∈ CΩ | (f, 1) = 0},
we define

(2.1) (ϕ1, ϕ2)−1,h = (ϕ1, (−Δh)
−1ϕ2), ‖ϕ‖−1,h =

√
(ϕ, (−Δh)−1(ϕ)),

where the operator Δh is paired with discrete homogeneous Neumann boundary
conditions.

We have the following Poincaré-type inequality:

Proposition 2.1. Suppose that Ω = (0, L)3, for simplicity. There is a constant
C > 0, independent of h > 0, such that

‖φ‖2 ≤ C ‖∇hφ‖2 ,

for all φ ∈ C̊Ω := {f ∈ CΩ | (f, 1) = 0}.
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8 Y. GUO, C. WANG, S. M. WISE, AND Z. ZHANG

2.3. Summation by parts formulas and a discrete Sobolev embedding.
For φ, ψ ∈ CΩ and a velocity vector field u ∈ EΩ, the following summation by parts
formulas can be derived through standard calculations.

Lemma 2.1. Suppose φ, ψ ∈ CΩ and velocity vector field u ∈ EΩ. If ψ satisfies the
homogeneous Neumann boundary conditions n · ∇hφ = 0, then

(φ,Δhψ) = −(∇hφ,∇hψ).

If u · n = 0 on the boundary, we have

(φ,∇h · u) = −(∇hφ,u).

The following discrete Sobolev inequality has been derived in the existing
works [21, 22, 35], for the discrete grid function with periodic boundary condition;
an extension to the discrete homogeneous Neumann boundary condition can be
made in a similar fashion.

Lemma 2.2 ([21, 22, 35]). For a grid function f ∈ CΩ satisfying the discrete ho-
mogeneous Neumann boundary condition, we have the following discrete Sobolev
inequality:

‖f‖4 ≤ C‖f‖H1
h
, with ‖f‖2H1

h
:= ‖f‖22 + ‖∇hf‖22,(2.2)

in which the positive constant C only depends on the domain Ω.

3. The fully discrete numerical scheme

For simplicity, we consider the cuboid Ω = (0, L)3 with h = L/N , for some
h > 0. Let s = T

M > 0 be the time step size. The fully discrete scheme is proposed

as follows: for 0 ≤ n ≤ M − 1, given φn ∈ CΩ, find functions (φn+1, μn+1, pn+1) ∈
[CΩ]3, each satisfying the discrete homogeneous Neumann boundary conditions, and
un+1 ∈ EΩ, satisfying discrete no-penetration and free-slip boundary conditions,
such that

φn+1 − φn = sΔhμ
n+1 − s∇h · (Ahφ

nun+1),(3.1)

μn+1 = ln(1 + φn+1)− ln(1− φn+1)− θ0φ
n − ε2Δhφ

n+1,(3.2)

(−Δh + I)un+1 +∇hp
n+1 + γAhφ

n∇hμ
n+1 = 0,(3.3)

∇h · un+1 = 0.(3.4)

3.1. Positivity-preserving property and unique solvability. We begin this
subsection with some preliminary definitions and results for the discrete version of
the Stokes problem with no-penetration, free-slip boundary conditions.

Definition 3.1. Suppose that Ω = (0, L)3 and f ∈ EΩ satisfies discrete no-

penetration boundary condition on ∂Ω. Let p ∈ C̊Ω := {φ ∈ CΩ | (φ, 1) = 0}
be the unique solution to the problem

−Δhp = ∇h · f ,
subject to the discrete homogeneous Neumann boundary condition n·∇np = 0. The
discrete Helmholtz projection Ph

H : {f ∈ EΩ | f · n = 0 on ∂Ω} → EΩ is defined as
follows:

Ph
H(f) := f +∇hp.

The proof of the following facts are straightforward:
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 9

Lemma 3.1. With the same assumptions as in Definition 3.1, it follows that

∇h · Ph
H(f) = 0.

Lemma 3.2. Suppose that Ω = (0, L)3 and u ∈ EΩ. Then

∇h · (Δhu) = Δh (∇h · u) ,

where the symbol Δh on the left is the discrete Laplacian whose domain is face-
centered functions (Ex

Ω, E
y
Ω, and Ez

Ω) and the symbol Δh on the right is the discrete
Laplacian whose domain is cell-centered functions (CΩ).

The proof of Lemma 3.3 uses standard facts about the marker and cell (MAC)
mesh points and the previous few results.

Lemma 3.3. Suppose that Ω = (0, L)3 and f ∈ EΩ satisfies discrete no-penetration
boundary conditions on ∂Ω. Then the following two discrete problems are uniquely
solvable and equivalent:

(1) Find u ∈ EΩ that satisfies discrete no-penetration and discrete free-slip
boundary conditions and p ∈ CΩ such that

−Δhu+ u+∇hp = −f ,

∇h · u = 0.

(2) Find u ∈ EΩ that satisfies discrete no-penetration and discrete free-slip
boundary conditions such that

−Δhu+ u = −Ph
H(f).

Lemma 3.4. For any φn ∈ CΩ, define a linear operator Lh : C̊Ω → C̊Ω := {φ ∈
CΩ | (φ, 1) = 0} via

(3.5) Lh(μ) = s∇h · (Ahφ
nuμ)− sΔhμ,

where uμ∈EΩ is the unique vector grid function that satisfies discrete no-penetration
and free-slip boundary conditions and the equation

(3.6) Shuμ = −γPh
H(Ahφ

n∇hμ),

where Sh := −Δh+I. Then the following conclusions are valid: (i) For any φ ∈ C̊Ω,
there is a unique μ ∈ C̊Ω that satisfies Lh(μ) = φ, and (ii) for any μ ∈ C̊Ω, we have
‖L−1

h (μ)‖∞ ≤ Cs−1h−3/2‖μ‖∞.

Proof. Clearly Lh is linear. Given μ1, μ2 ∈ C̊Ω, a careful calculation reveals that

(3.7)

(μ1,Lh(μ2)) = (μ1, s∇h · (Ahφ
nuμ2

)− sΔhμ2)

= s(∇hμ1,∇hμ2)− s(Ahφ
n∇hμ1,uμ2

)

= s(∇hμ1,∇hμ2) +
s

γ
(Shuμ1

,uμ2
)

= s(∇hμ1,∇hμ2) +
s

γ
(uμ1

,uμ2
) +

s

γ
(∇huμ1

,∇huμ2
),

where summation by parts formulas have been repeatedly applied. We conclude
that the operator is symmetric:

(μ1,Lh(μ2)) = (Lh(μ1), μ2).

Licensed to Beijing Normal University. Prepared on Thu Nov 23 09:43:57 EST 2023 for download from IP 219.142.99.17.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



10 Y. GUO, C. WANG, S. M. WISE, AND Z. ZHANG

The expansion (3.7) implies that

(3.8) (μ,Lh(μ)) = s‖∇hμ‖22 +
s

γ
‖uμ‖22 +

s

γ
‖∇huμ‖22 ≥ s‖∇hμ‖22 ≥ sC2

1‖μ‖22,

where C1 is the constant associated with the discrete Poincaré inequality. Thus Lh

is SPD on the space C̊Ω and is, therefore, invertible.
Furthermore, equation (3.8) reveals that

λmin(Lh) ≥ sC2
1 and λmax(L−1

h ) ≤ 1

sC2
1

,

where λmin, λmax refer to the smallest and largest positive eigenvalues of a sym-
metric, positive definite operator. Then we get

‖L−1
h (μ)‖2 ≤ 1

sC2
1

‖μ‖2,

for any μ ∈ C̊Ω. By the 3-D inverse inequality, the following result is obtained:

∥∥L−1
h (μ)

∥∥
∞ ≤

C2

∥∥L−1
h (μ)

∥∥
2

h3/2
≤ C2s

−1C−2
1 h−3/2‖μ‖2

≤ C2s
−1C−2

1 |Ω| 12h−3/2‖μ‖∞,

where the last step comes from an obvious fact, ‖f‖2 ≤ |Ω| 12 ‖f‖∞. The proof is
complete. �

The positivity-preserving and unique solvability properties are established in
Theorem 3.1.

Theorem 3.1. Assume that φn ∈ CΩ is given, with ‖φn‖∞ ≤ M and −1 < φn =:
β < 1. There exists a unique solution φn+1 ∈ CΩ to (3.1)–(3.4), with (φn+1 −
φ0, 1) = 0 and

∥∥φn+1
∥∥
∞ < 1.

Proof. For any φ ∈ Ah := {φ ∈ CΩ | ‖φ‖∞ ≤ 1, (φ− β, 1) = 0}, define
J (φ) := (L−1

h (φ− φn), φ− φn) + (1 + φ, ln(1 + φ)) + (1− φ, ln(1− φ))

+
ε2

2
‖∇hφ‖22 − θ0(φ, φ

n).

The solution of the numerical scheme is a minimizer of this discrete functional.
Subsequently, we define

F(ψ) := J (ψ + β), ∀ψ ∈ Åh := {ψ ∈ CΩ | (φ, 1) = 0, −1− β ≤ ψ ≤ 1− β} .
It is clear that, if ψ ∈ Åh minimizes F , then ψ + β ∈ Ah minimizes J .

Next, let us define the following closed domain:

Åh,δ := {ψ ∈ CΩ | (ψ, 1) = 0, −1− β + δ ≤ ψ ≤ 1− β − δ} ,
where δ ∈ (0, 1/2) and is sufficiently small. Since Åh,δ is a bounded, compact and

convex set in C̊Ω, there exists a (not necessarily unique) minimizer of F over Åh,δ.
The key point of the positivity analysis is that such a minimizer could not occur on
the boundary of Åh,δ, if δ is sufficiently small. To be more explicit, by the boundary

of Åh,δ, we mean the locus of points ψ ∈ Åh,δ such that ‖ψ + β‖∞ = 1− δ.
To get a contradiction, suppose that the minimizer of F , call it φ∗, occurs at

a boundary point of Åh,δ. There is at least one grid point �α0 = (i0, j0, k0) such
that |φ∗

�α0
+ β| = 1 − δ. First, we assume that φ∗

�α0
+ β = δ − 1, so that the grid
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 11

function φ∗ has a global minimum at �α0. Suppose that φ∗ achieves its maximum
at �α1 = (i1, j1, k1). By the fact that φ̄∗ = 0, we have φ∗

�α1
≥ 0 and then

(3.9) 1− δ ≥ ϕ�
�α1

+ β ≥ β.

Since F is smooth over Åh,δ, for all ψ ∈ C̊Ω, the directional derivative turns out to
be
(3.10)
dsF(φ∗ + sψ)|s=0 = (ln(1 + φ∗ + β)− ln(1− φ∗ − β), ψ)− (θ0φ

n + ε2Δhφ
∗, ψ)

+ (L−1
h (φ∗ − φn + β), ψ).

Pick the direction ψ as

ψi,j,k = δi,i0δj,j0δk,k0
− δi,i1δj,j1δk,k1

.

Then the derivative can be expressed as
(3.11)

1

h3
dsF(φ∗ + sψ)|s=0 = ln(1 + φ∗

�α0
+ β)− ln(1− φ∗

�α0
− β)− ln(1 + φ∗

�α1
+ β)

+ ln(1− φ∗
�α1

− β)

− θ0(φ
n
�α0

− φn
�α1
)− ε2(Δhφ

∗
�α0

−Δφ∗
�α1
)

+ L−1
h (φ∗ − φn + β)�α0

− L−1
h (φ∗ − φn + β)�α1

.

By the fact that β + φ∗
�α0

= −1 + δ and (3.9), we have

(3.12)

ln(1+φ∗
�α0
+β)−ln(1−φ∗

�α0
−β)−ln(1+φ∗

�α1
+β)+ln(1−φ∗

�α1
−β) ≤ ln

δ

2− δ
−ln

1 + β

1− β
.

Since φ∗ takes a minimum at the grid point �α0 and a maximum at the grid point
�α1, it is obvious that

(3.13) Δhφ
∗
�α0

≥ 0, Δhφ
∗
�α1

≤ 0, =⇒ −ε2(Δhφ
∗
�α0

−Δφ∗
�α1
) ≤ 0.

By the assumption that ‖φn‖ ≤ M , the following inequality is straightforward:

(3.14) −2M ≤ φn
�α0

− φn
�α1

≤ 2M.

Setting μ∗ = L−1
h (φ∗ − φn + β), we obtain

(3.15)

‖Lh(μ
∗)‖∞ = s‖∇h · ((1 + γ(Ahφ

n)2)∇hμ
∗) +∇h · (Ahφ

n∇hpμ∗)‖∞
= ‖φ∗ − φn + β‖∞
≤ M + 1.

Therefore, an application of Lemma 3.4 implies that
(3.16)

‖L−1
h (φ∗ − φn + β)‖∞ = ‖μ∗‖∞ ≤ Cs−1h−3/2‖Lh(μ

∗)‖∞ ≤ Cs−1h−3/2(M + 1).

A combination of (3.11) to (3.16) leads to

(3.17)
1

h3
dsF(φ∗ + sψ)|s=0 ≤ ln

δ

2− δ
− ln

1 + β

1− β
+ 2θ0M + 2Cs−1h−3/2(M + 1).

Notice that right hand side of (3.17) is singular as s, h → 0. Meanwhile, for any
fixed s, h > 0, we may choose δ ∈ (0, 1/2) sufficiently small so that

(3.18) dsF(φ∗ + sψ)|s=0 < 0.

Licensed to Beijing Normal University. Prepared on Thu Nov 23 09:43:57 EST 2023 for download from IP 219.142.99.17.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



12 Y. GUO, C. WANG, S. M. WISE, AND Z. ZHANG

This contradicts the assumption that F has a minimum at φ∗, since the directional
derivative is negative in a direction pointing into the interior of Åh,δ.

Using similar arguments, we can also prove that the global minimum of F over
Åh,δ could not occur at a boundary point φ∗ such that φ∗

�α0
+β = 1−δ. The details

are left to interested readers.
A combination of these two facts reveals that the global minimum of F over Åh,δ

could only possibly occur at interior point if δ sufficiently small. Therefore, there
must be a solution φ + β ∈ Ah that minimizes J over Ah, which is equivalent to
the numerical solution of (3.1)–(3.4). The existence of the numerical solution is
established.

Finally, since J is a strictly convex function over Ah, the uniqueness analysis of
numerical solution is straightforward. �

3.2. Unconditional energy stability. Now we establish an unconditional energy
stability of the proposed numerical scheme. For any φ ∈ CΩ, its discrete energy is
defined as

Fh(φ) =

(
(1 + φ) ln(1 + φ) + (1− φ) ln(1− φ)− θ0

2
φ2, 1

)
+

ε2

2
‖∇hφ‖22.

The following discrete energy dissipation result is valid.

Theorem 3.2. Numerical solutions of (3.1)–(3.4) are unconditionally energy stable
in the sense that

(3.19)
Fh(φ

n+1)− Fh(φ
n) ≤ −ε2

2
‖∇h(φ

n+1 − φn)‖22 − s‖∇hμ
n+1‖22

− s

γ
(‖un+1‖22 + ‖∇hu

n+1‖22).

Proof. The following definitions are introduced for simplicity of presentation:

(3.20)

G(φ) := F1(φ)− F2(φ),

F1(φ) := (1 + φ) ln(1 + φ) + (1− φ) ln(1− φ), F2(φ) :=
θ0
2
φ2,

f1(φ) := F ′
1(φ) = ln(1 + φ)− ln(1− φ), f2(φ) := F ′

2(φ) = θ0φ.

Taking an inner production with (3.1) by the chemical potential μn+1 gives

(3.21)

1

s
(φn+1 − φn, μn+1) = (Δhμ

n+1, μn+1)− (∇h · (Ahφ
nun+1), μn+1)

= −‖∇hμ
n+1‖22 − (∇h · (Ahφ

nun+1), μn+1).

Meanwhile, taking an inner production with (3.2) by φn+1 − φn yields

(3.22)

(φn+1 − φn, μn+1)

= (f1(φ
n+1)− f2(φ

n), φn+1 − φn)− (ε2Δhφ
n+1, φn+1 − φn)

= (f1(φ
n+1)− f2(φ

n), φn+1 − φn) + ε2(∇hφ
n+1,∇h(φ

n+1 − φn))

= (f1(φ
n+1)− f2(φ

n), φn+1 − φn) +
ε2

2
(‖∇h(φ

n+1 − φn)‖22
+ ‖∇hφ

n+1‖22 − ‖∇hφ
n‖22).
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A combination of (3.21) and (3.22) results in
(3.23)

(f1(φ
n+1)−f2(φ

n), φn+1 − φn) +
ε2

2
(‖∇h(φ

n+1 − φn)‖22 + ‖∇hφ
n+1‖22 − ‖∇hφ

n‖22)

+ s‖∇hμ
n+1‖22 − s(Ahφ

nun+1,∇hμ
n+1) = 0.

On the other hand, the convexity of F1 and F2 reveals the following inequalities:

F1(φ
n+1)− F1(φ

n) ≤ f1
(
φn+1

) (
φn+1 − φn

)
,(3.24)

F2(φ
n+1)− F2(φ

n) ≥ f2(φ
n)

(
φn+1 − φn

)
,(3.25)

which in turn lead to

(3.26) (G(φn+1)−G(φn), 1) ≤ (f1(φ
n+1)− f2(φ

n), φn+1 − φn).

As a result, a combination of (3.21) and (3.26) implies that

(3.27)

(G(φn+1)−G(φn), 1) +
ε2

2
(‖∇h(φ

n+1 − φn)‖22 + ‖∇hφ
n+1‖22 − ‖∇hφ

n‖22)

+ s‖∇hμ
n+1‖22 − s(Ahφ

nun+1,∇hμ
n+1)

≤ 0.

Finally, the following estimate could be derived:
(3.28)

Fh(φ
n+1)− Fh(φ

n)

≤ −ε2

2
‖∇h(φ

n+1 − φn)‖22 − s‖∇hμ
n+1‖22 + s(un+1, Ahφ

n∇hμ
n+1)

= −ε2

2
‖∇h(φ

n+1 − φn)‖22 − s‖∇hμ
n+1‖22 −

s

γ
(un+1,Shu

n+1 +∇hp
n+1)

= −ε2

2
‖∇h(φ

n+1 − φn)‖22 − s‖∇hμ
n+1‖22 −

s

γ
(‖un+1‖22 + ‖∇hu

n+1‖22),

where summation by parts formulas have been repeatedly applied. This finishes
the proof. �

4. Convergence analysis

Now we proceed into the convergence analysis. Let (Φ,U , P ) be the exact PDE
solution for the CHS system (1.1)–(1.4). With sufficiently regular initial data, it is
reasonable to assume that the exact solution has regularity of class R, where

(4.1) Φ ∈ R := H4 (0, T ;C(Ω)) ∩H3
(
0, T ;C2(Ω)

)
∩ L∞ (

0, T ;C6(Ω)
)
.

In addition, we assume that the following separation property is valid for the exact
solution:

(4.2) 1 + Φ ≥ ε0, 1− Φ ≥ ε0, for some ε0 > 0, at a point-wise level.

Define ΦN (·, t) = PNΦ(·, t), UN (·, t) = PNU(·, t), PN (·, t) = PNP (·, t), the spa-
tial Fourier projection of the exact solution into BK , the space of trigonometric
polynomials of degree to and including K with N = 2K + 1. The following pro-
jection approximation is standard: if (Φ,U , P ) ∈ L∞(0, T ;H�

per(Ω)), for any � ∈ N
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14 Y. GUO, C. WANG, S. M. WISE, AND Z. ZHANG

with 0 ≤ k ≤ �,

(4.3)

‖ΦN − Φ‖L∞(0,T ;Hk) ≤ Ch�−k‖Φ‖L∞(0,T ;H�),

‖UN −U‖L∞(0,T ;Hk) ≤ Ch�−k‖U‖L∞(0,T ;H�),

‖PN − P‖L∞(0,T ;Hk) ≤ Ch�−k‖P‖L∞(0,T ;H�).

In fact, the Fourier projection estimate does not automatically preserve the positiv-
ity of 1+ΦN and 1−ΦN ; on the other hand, we could enforce the phase separation
property that 1 + ΦN ≥ 1

2ε0, 1− ΦN ≥ 1
2ε0, if h is taken sufficiently small.

We denote ΦN (·, tn) by Φn
N . Since Φn

N ∈ BK , the mass conservative property is
available at the discrete level:

(4.4) Φn
N =

1

|Ω|

∫
Ω

ΦN (·, tn) dx =
1

|Ω|

∫
Ω

ΦN (·, tn−1) dx = Φn−1
N ,

for any n ∈ N. On the other hand, the numerical solution (3.1) is also mass
conservative at the discrete level:

(4.5) φn = φn−1, φn = φn−1, ∀ n ∈ N.

In turn, the error grid function is defined as

(4.6) enφ := PNΦn
N − φn, env := PNUn

N − un, enp := PNPn
N − pn, ∀ n ∈ N.

It follows that enφ = 0, for any n ∈ N , so that the discrete norm ‖ · ‖−1,h is well
defined for the error grid function enφ.

Theorem 4.1 is the main result of this section.

Theorem 4.1. Given initial data Φ(·, t = 0) ∈ C6(Ω), suppose the exact solution
for CHS equations (1.1)–(1.4) is of regularity class R. Provided that s and h are
sufficiently small and under a requirement C1h ≤ s ≤ C2h, we have

(4.7) ‖∇he
n
φ‖2 + (s

n∑
k=1

‖∇hΔhe
k
φ‖22)

1
2 ≤ C(s+ h2),

for all positive integers n, such that tn = n · s < T , where C > 0 is independent of
s, h and n.

4.1. Higher order truncation error estimate. By consistency, the projection
solution (ΦN ,UN , PN ) solves the discrete equations (3.1)–(3.4) with a first order
accuracy in time and second order accuracy in space. Meanwhile, it is observed
that this leading local truncation error will not be sufficient to obtain an �∞ bound
for the numerical solution to recover the separation property, as well as a W 1,4

h

bound to pass through the convergence estimate. To overcome this difficulty, we
build a higher order consistency analysis via a perturbation term. In more details,
we need to construct supplementary fields ΦΔt, UΔt, PΔt and define the following
profiles

(4.8) Φ̂ = ΦN + sPNΦΔt, Û = PHh(UN + sPNUΔt), P̂ = PN + sPNPΔt,

in which a special interpolation operator PHh, which will be introduced later,
enforces the divergence-free condition at a discrete level.

The following truncation error analysis for the temporal discretization can be
obtained by using a straightforward Taylor expansion as well as estimate (4.3) for
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 15

the projection solution:

Φn+1
N − Φn

N

s
= ΔVn+1

N −∇ · (Φn
NUn+1

N ) + s(G
(0)
φ )n +O(s2) +O(hm0),(4.9)

Vn+1
N = ln(1 + Φn+1

N )− ln(1− Φn+1
N )− θ0Φ

n
N − ε2ΔΦn+1

N ,(4.10)

(−Δ+ I)Un+1
N = −∇Pn+1

N − γΦn
N∇Vn+1

N + s(G(0)
v )n +O(s2) +O(hm0),(4.11)

∇ ·Un+1
N = 0,(4.12)

with the homogeneous Neumann boundary condition for ΦN , no-penetration, free
slip boundary condition for UN , in a similar form as in (1.5). Here m0 ≥ 4 and

G
(0)
φ , G

(0)
v can be assumed to be smooth enough in the sense that their derivatives

are bounded.
The correction function (ΦΔt,UΔt, PΔt) is given by solving the following equa-

tion:

∂tΦΔt = −∇ · (ΦNUΔt +ΦΔtUN ) + ΔVΔt −G
(0)
φ ,(4.13)

VΔt =
ΦΔt

1 + ΦN
+

ΦΔt

1− ΦN
− θ0ΦΔt − ε2ΔΦΔt,(4.14)

(−Δ+ I)UΔt = −∇PΔt − γ(ΦN∇VΔt +ΦΔt∇VN )−G(0)
v , ∇ ·UΔt = 0,(4.15)

with the homogeneous Neumann boundary condition for ΦΔt, no-penetration, free
slip boundary condition for UΔt. Existence of a solution of the above linear,
convection-diffusion type PDE is straightforward. Since the correction function
depends only on the projection solution (ΦN ,UN , PN ) with enough regularity, the
derivatives of (ΦΔt,UΔt, PΔt) in various orders are bounded. Subsequently, an
application of the semi-implicit discretization implies that

Φn+1
Δt − Φn

Δt

s
= −∇ · (Φn

NUn+1
Δt +Φn

ΔtU
n+1
N ) + ΔVn+1

Δt − (G
(0)
φ )n +O(s),

(4.16)

Vn+1
Δt =

Φn+1
Δt

1 + Φn+1
N

+
Φn+1

Δt

1− Φn+1
N

− θ0Φ
n
Δt − ε2ΔΦn+1

Δt ,

(4.17)

(−Δ+ I)Un+1
Δt = −∇Pn+1

Δt − γ(Φn
N∇Vn+1

Δt +Φn
Δt∇Vn+1

N )− (G(0)
v )n + O(s),

(4.18)

∇ ·Un+1
Δt = 0.

(4.19)

Therefore, a combination of (4.9)–(4.12) and (4.16)–(4.19) leads to a second order

temporal truncation error of Φ̂1 = ΦN + sPNΦΔt, Û1 = UN + sPNUΔt, P̂1 =
PN + sPNPΔt:

Φ̂n+1
1 − Φ̂n

1

s
= −∇ · (Φ̂n

1 Û
n+1

1 ) + ΔV̂n+1
1 +O(s2),(4.20)

V̂n+1
1 = ln(1 + Φ̂n+1

1 )− ln(1− Φ̂n+1
1 )− θ0Φ̂

n
1 − ε2ΔΦ̂n+1

1 ,(4.21)

(−Δ+ I)Û
n+1

1 = −∇P̂n+1
1 − γ(Φ̂n

1∇V̂n+1
1 ) +O(s2), ∇ · Ûn+1

1 = 0.(4.22)

The homogeneous Neumann boundary condition is satisfied for Φ̂1, while a no-
penetration, free slip boundary condition is satisfied for Û1. In the derivation of
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(4.20)–(4.22), the following linearized expansions have been utilized:

ln(1± Φ̂1) = ln(1± ΦN ± sΦ̂Δt) = ln(1± ΦN ) +
Φ̂Δts

1± ΦN
+O(s2),(4.23)

Φ̂n
1 Û

n+1

1 = Φn
NUn+1

N + s(Φn
ΔtU

n+1
N +Φn

NUn+1
Δt ) +O(s2),(4.24)

Φ̂n
1∇V̂n+1

1 = Φn
N∇Vn+1

N + s(Φn
Δt∇Vn+1

N +Φn
N∇Vn+1

Δt ) +O(s2).(4.25)

In terms of the spatial discretization, the velocity profile Û1 is not divergence-
free at a discrete level, so that its discrete inner product with the pressure gradient
may not vanish. To overcome the difficulty, we propose a spatial interpolation
operator PHh defined as follows, for any u ∈ H1(Ω), ∇ · u = 0:

There is an exact stream function vector ψ = (ψ1, ψ2, ψ3)
T so that u = ∇⊥ψ,

(4.26) PHh(u) = ∇⊥
h ψ = (Dyψ3 −Dzψ2, Dzψ1 −Dxψ3, Dxψ2 −Dyψ1)

T .

This definition guarantees ∇h ·PHh(u) = 0 at a point-wise level. Consequently, we

obtain the definition of (4.8) and the higher order truncation error for (Φ̂, Û , P̂ ):

Φ̂n+1 − Φ̂n

s
= −∇h · (AhΦ̂

nÛ
n+1

) + ΔhV̂n+1 + τn+1
φ ,(4.27)

V̂n+1 = ln(1 + Φ̂n+1)− ln(1− Φ̂n+1)− θ0Φ̂
n − ε2ΔhΦ̂

n+1,(4.28)

(−Δh + I)Û
n+1

= −∇hP̂
n+1 − γ(Ahφ

n∇hV̂n+1) + τn+1
v ,(4.29)

∇h · Ûn+1
= 0,(4.30)

where

(4.31) ‖τn+1
φ ‖2, ‖τn+1

v ‖2 ≤ O(s2 + h2).

In addition, a discrete homogeneous Neumann boundary condition is for Φ̂, and a
discrete no-penetration, free slip boundary condition for Û is satisfied.

The reason for such a higher truncation error estimate is to derive an �∞ bound
for the numerical solution, which is needed to obtain the separation property in
the rough error estimate. With such a property for the constructed approximate
solution and the numerical solution, the nonlinear error term could be appropriately
analyzed in the �∞(0, T ;H1

h) convergence estimate.

Remark 4.1. Trivial initial data ΦΔt( · , t = 0) ≡ 0 are imposed, as in (4.16)–(4.18).
Therefore using similar process in (4.4)–(4.5), we have

φ0 ≡ Φ̂0, φk = φ0, ∀ k ≥ 0,(4.32)

Φ̂k =
1

|Ω|

∫
Ω

Φ̂(·, tk) dx =
1

|Ω|

∫
Ω

Φ̂0 dx = φ0, ∀ k ≥ 0,(4.33)

where the first step is based on the fact that Φ̂ ∈ BK , and the second step comes
from the mass conservative property of Φ̂ at the continuous level. These two prop-
erties will be used in the later analysis.

In addition, since Φ̂ is mass conservative at a discrete level, we observe that the
local truncation error τφ has a similar property:

(4.34) τn+1
φ = 0, ∀n ≥ 0.
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 17

Remark 4.2. Since the correction function ΦΔt is bounded, we recall the separation
property (4.2) for the exact solution, and obtain a similar property for Φ̂ if s and
h are sufficiently small:

(4.35) 1 + Φ̂ ≥ ε∗0 :=
ε0
2
, 1− Φ̂ ≥ ε∗0.

Such a uniform bound will be used in the convergence analysis.
In addition, since the correction function is only based on the projection solution

(ΦN ,UN , PN ) with enough regularity, its discrete W 1,∞
h norm will stay bounded:

(4.36)

‖Φ̂k‖∞ ≤ C�, ‖Ûk‖∞ ≤ C�, ‖∇hΦ̂
k‖∞ ≤ C�, ‖∇hÛ

k‖∞ ≤ C�, ∀ k ≥ 0.

4.2. Rough error estimate. Instead of a direct analysis for the error function
(4.6), we introduce the perturbed numerical error function with second order trun-
cation error:

(4.37) φ̃n := PhΦ̂
n − φn, ũn := PhÛ

n − un, p̃n := PhP̂
n − pn, ∀ m ∈ N.

In turn, subtracting the numerical scheme (3.1)–(3.4) from (4.27)–(4.30) gives

φ̃n+1 − φ̃n

s
= Δhμ̃

n+1 −∇h · (Ahφ̃
nÛ

n+1
+Ahφ

nũn+1) + τn+1
φ ,(4.38)

μ̃n+1 = ln(1 + φ̂n+1)− ln(1 + φn+1)− ln(1− φ̂n+1) + ln(1− φn+1)

− θ0φ̃
n − ε2Δhφ̃

n+1,(4.39)

(−Δh + I)ũn+1 = −∇hp̃
n+1 − γ(Ahφ

n∇hμ̃
n+1 +Ahφ̃

n∇hV̂n+1) + τn+1
v ,

(4.40)

∇h · ũn+1 = 0,(4.41)

where
‖τn+1

φ ‖2, ‖τn+1
v ‖2 ≤ O(s2 + h2).

Since V̂n+1 only depends on the exact solution and correction function, we as-
sume a discrete W 1,∞

h bound

(4.42) ‖V̂n+1‖W 1,∞
h

≤ C∗.

In addition, we make the following a-priori assumption for the previous time step

(4.43) ‖φ̃n‖2 + ‖∇hφ̃
n‖2 ≤ s

15
8 + h

15
8 .

Such an a-priori assumption will be recovered by the convergence analysis in the
next time step, which will be demonstrated later. In turn, this a-priori assumption
leads to an �∞ bound, based on the inverse inequality and the linear refinement
requirement C1h ≤ s ≤ C2h:

(4.44) ‖φ̃n‖∞ ≤
C‖φ̃n‖H1

h

h
1
2

≤ C(s
11
8 + h

11
8 ) ≤ 1.

Lemma 4.1 states the rough error estimate; the detailed proof will be provided in
Appendix A.

Lemma 4.1. We make the regularity assumption of V̂n+1 (4.42), as well as the
a-priori assumption (4.43). For the numerical error evolutionary system (4.38)–
(4.41), a rough error estimate is valid:

(4.45) ‖φ̃n+1‖2 + ‖∇hφ̃
n+1‖2 ≤ C(s

5
4 + h

5
4 ).
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18 Y. GUO, C. WANG, S. M. WISE, AND Z. ZHANG

As a direct consequence of the rough error estimate (4.45), an application of 3-D
inverse inequality, combined with a discrete Sobolev inequality (given by (2.2) in
Lemma 2.2), reveals that

‖φ̃n+1‖∞ ≤
C‖φ̃n+1‖H1

h

h
1
2

≤ Ĉ1(s
3
4 + h

3
4 ) ≤ ε�0

2
,(4.46)

‖φ̃n+1‖4 ≤ C‖φ̃n+1‖H1
h
≤ C(s

5
4 + h

5
4 ).(4.47)

Furthermore, a combination of (4.46) and separation property (4.35) leads to a
separation property of the numerical solution at the next time step tn+1

(4.48)
ε∗0
2

≤ 1 + φn+1 ≤ 2,
ε∗0
2

≤ 1− φn+1 ≤ 2.

Such a uniform bound will play a very important role in the refined error estimate.

Remark 4.3. It is noticed that the accuracy order in (4.45) is at least half order
lower than the a-priori estimate (4.43), as well as the lower rate of the �∞ error in
(4.46) , which comes from an application of the inverse inequality. In particular,
the first order temporal truncation error is not sufficient to ensure the phase sepa-
ration property; this is the reason why a complex process to construct higher order
truncation error is needed. On the other hand, the a-priori assumption could not
be covered by the lower accuracy rate in (4.45). Instead, such a separation property
(4.48) will lead to a much sharper refined estimate.

4.3. Refined error estimate. Before proceeding into the refined error estimate,
the following preliminary result for the nonlinear error term is needed. For simplic-
ity of presentation, the detailed proof will be provided in Appendix B.

Lemma 4.2. Define

(4.49) Ln+1 = ln(1+ Φ̂n+1)− ln(1 + φn+1)− ln(1− Φ̂n+1) + ln(1− φn+1)− θ0φ̃
n.

Based on the separation property (4.48) for numerical solution, we have

(4.50) ‖∇hLn+1‖2 ≤ 4(ε∗0)
−1‖∇hφ̃

n+1‖2 + C(ε∗0)
−2‖φ̃n+1‖4 + θ0‖∇hφ̃

n‖2.

Now we carry out the refined error estimate. Taking a discrete inner product
with (4.38) by −2Δhφ̃

n+1 leads to

1

s

(
‖∇hφ̃

n+1‖22 − ‖∇hφ̃
n‖22 + ‖∇h(φ̃

n+1 − φ̃n)‖22
)
+ 2(ũn+1, Ahφ

n∇hΔhφ̃
n+1)

= 2(∇hμ̃
n+1,∇hΔhφ̃

n+1)− 2(τn+1
φ ,Δhφ̃

n+1)− 2(Ahφ̃
nÛ

n+1
,∇hΔhφ̃

n+1),

(4.51)

where summation-by-parts formulas have been recalled. The Cauchy inequality
could be applied to the local truncation error term:

(4.52)

−2(τn+1
φ ,Δhφ̃

n+1) ≤ 2‖τn+1
φ ‖−1,h · ‖∇hΔhφ̃

n+1‖2

≤ 4ε−2‖τn+1
φ ‖2−1,h +

ε2

4
‖∇hΔhφ̃

n+1‖22.
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 19

The third term on the right-hand-side could be bounded in a similar way

(4.53)

−2(Ahφ̃
nÛ

n+1
,∇hΔhφ̃

n+1) ≤ 2‖Ûn+1‖∞ · ‖φ̃n‖2 · ‖∇hΔhφ̃
n+1‖2

≤ 2C∗‖φ̃n‖2 · ‖∇hΔhφ̃
n+1‖2

≤ 4(C∗)2ε−2‖φ̃n‖22 +
ε2

4
‖∇hΔhφ̃

n+1‖22.

For the chemical potential diffusion term, the standard Cauchy inequality indicates
that

(4.54)

2(∇hμ̃
n+1,∇hΔhφ̃

n+1) =2(∇hLn+1,∇hΔhφ̃
n+1)− 2ε2‖∇hΔhφ̃

n+1‖22

≤4ε−2‖∇hLn+1‖22 −
7ε2

4
‖∇hΔhφ̃

n+1‖22.

A similar estimate could be performed for the nonlinear convection error term

∇hΔhφ̃
n+1 = ε−2(∇hLn+1 −∇hμ̃

n+1),(4.55)

(ũn+1, Ahφ
n∇hLn+1) ≥ −‖ũn+1‖2 · ‖φn‖∞ · ‖∇hLn+1‖2

≥− ‖ũn+1‖2 · ‖∇hLn+1‖2 ≥ − 1

4γ
‖ũn+1‖22 − γ‖∇hLn+1‖22.(4.56)

A combination with (A.6) gives

2(ũn+1, Ahφ
n∇hΔhφ̃

n+1)=2ε−2
(
(ũn+1, Ahφ

n∇hLn+1)−(ũn+1,Ahφ
n∇hμ̃

n+1)
)

≥2ε−2
( 1

2γ
‖ũn+1‖22 +

1

γ
‖∇hũ

n+1‖22 − γ‖∇hLn+1‖22 −
2

γ
‖τn+1

v ‖22 − C‖φ̃n‖22
)
.

(4.57)

Substituting (4.52)–(4.54) and (4.57) into (4.51), combined with an application of
Lemma 4.2, we obtain
(4.58)
1

s

(
‖∇hφ̃

n+1‖22 − ‖∇hφ̃
n‖22 + ‖∇h(φ̃

n+1 − φ̃n)‖22
)
+

5ε2

4
‖∇hΔhφ̃

n+1‖22

+
ε−2

γ
(‖ũn+1‖22 + 2‖∇hũ

n+1‖22)

≤ 4ε−2
(
‖τn+1

φ ‖2−1,h + ‖τn+1
v ‖22

)
+ 2ε−2

(
2(C∗)2 + C

)
‖φ̃n‖22

+ ε−2(4 + 2γ)‖∇hLn+1‖22
≤ 4ε−2

(
‖τn+1

φ ‖2−1,h + ‖τn+1
v ‖22

)
+ 2ε−2

(
2(C∗)2 + C

)
‖φ̃n‖22

+ (12 + 6γ)ε−2
(
16(ε∗0)

−2‖∇hφ̃
n+1‖22 + C(ε∗0)

−4‖φ̃n+1‖24 + θ20‖∇hφ̃
n‖22

)
≤ 4ε−2

(
‖τn+1

φ ‖2−1,h + ‖τn+1
v ‖22

)
+ 2Cε−2

(
2(C∗)2 + C

)
‖∇hφ̃

n‖22

+ (12 + 6γ)ε−2
((

16(ε∗0)
−2 + C(ε∗0)

−4
)
‖∇hφ̃

n+1‖22 + θ20‖∇hφ̃
n‖22

)
,

where the 3-D discrete Sobolev inequality, ‖ · ‖4 ≤ C‖ · ‖H1
h
(given by (2.2) in

Lemma 2.2), and the discrete Poincaré inequality have been used in last step.
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Therefore, with sufficiently small s and h, an application of discrete Gronwall in-
equality leads to the desired higher order convergence estimate

(4.59) ‖∇hφ̃
n+1‖2 +

(
ε2s

n+1∑
k=1

‖∇hΔhφ̃
k‖22

)1/2

≤ C(s2 + h2),

based on the higher order truncation error accuracy, ‖τn+1
φ ‖−1,h, ‖τn+1

v ‖2 ≤ C(s2+

h2). This completes the refined error estimate.
With the higher order convergence estimate (4.59) in hand, the a-priori assump-

tion in (4.43) is recovered at the next time step tn+1:

(4.60) ‖φ̃n+1‖2, ‖∇hφ̃
n+1‖2 ≤ C(s2 + h2) ≤ s

15
8 + h

15
8 ,

provided that s and h are sufficiently small, in which a discrete Poincaré inequality
has been used again. Therefore, an induction analysis could be applied. This
finishes the higher order convergence analysis.

As a result, the error estimate (4.7) for variable φ is a direct consequence of
(4.60), combined with the boundedness of supplementary fields ΦΔt, as well as the
projection approximation (4.3). This completes the proof of Theorem 4.1.

Remark 4.4. In the Cahn-Hilliard-Stokes system (1.1)–(1.4), a static Stokes equa-
tion is included. In other words, the velocity vector is statically determined by
the phase variable and the chemical potential, combined with a Holmholtz projec-
tion into the divergence-free vector field. Meanwhile, many physical models are
involved with time-dependent Stokes equation or Navier-Stokes equation, in which
the temporal derivative of the velocity vector has to be taken into consideration.
For the associated PDE system with temporal evolution of the velocity vector, the
numerical scheme could be designed and analyzed in a similar fashion. The optimal
rate convergence analysis could be theoretically established for the corresponding
numerical schemes, following similar ideas presented in this article. The details are
left to the future works.

5. Numerical experiments

In this section, we present a few numerical results, including a convergence test
and some sample computations in a 2-D domain. The theoretical analysis is valid
for both the 2-D and 3-D models, while we choose the 2-D domain in the numerical
experiment, for simplicity in the implementation effort. The computational code
for a 3-D domain could be similarly designed. A full approximation storage (FAS)
nonlinear multigrid method is used to solve the nonlinear equations in the numerical
scheme (3.1)–(3.4). See [9] for details about a similar solver. The first example
demonstrates the robustness of the multigrid solver. The phase decomposition
phenomenon, as well as the energy stability and mass conservation property of the
proposed numerical scheme, will be verified in details. In another experiment we
test the convergence order of the numerical scheme (3.1)–(3.4). The computational
domain is taken as Ω = (0, 1)2, and the physical parameters are set as: θ0 = 3, γ =
1.0. See [8] for comparison.

5.1. Spinodal decomposition, energy decay and mass conservation. In
this subsection, we choose random initial data to display the phase decomposi-
tion phenomenon, energy decay and mass conservation. We set ε = 0.01, h = 1

128 ,
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CONVERGENCE OF FLORY-HUGGINS-CAHN-HILLIARD-STOKES 21

s = 2 ∗ 10−5 and initial data as

(5.1) φi,j = 0.2 + 0.02 ∗ ri,j ,
where ri,j is a random field of values that are uniformly distributed in [−1, 1].
Figure 1 describes evolution of the phase variable at some selected time levels with
the initial condition (5.1). In addition, the associated maximum and minimum of
the phase variable are given in Table 1.
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Figure 1. Evolution of the phase variable at selected times, with
initial condition (5.1). Yellow corresponds to φ ≈ 0.8 and blue
corresponds to φ ≈ −0.8 .
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For the system with polynomial energy functional (1.8), relevant numerical ex-
periments have shown that concentration variable φ can overshoot the values ±1
[9,20,36]. Meanwhile, an obvious distance between the phase variable extrema and
the singular limit values ±1 is observed in Figure 1 and Table 1, which confirms
the phase separation property. This numerical result gives a clear evidence that the
singular logarithmic energy potential model leads to a much more powerful phase
separation property than the polynomial approximation one.

Table 1. The maximum and minimum values of the phase vari-
able at selected time instants, with initial condition (5.1)

t 0 0.004 0.01 0.1 0.3 0.5
minimum 0.2000 -0.8147 -0.8772 -0.8732 -0.8759 -0.8713
maximum 0.2200 0.7934 0.8692 0.8527 0.8529 0.8524
t 1 5 16 18 28 30
minimum -0.8731 -0.8623 -0.8629 -0.8624 -0.8647 -0.8610
maximum 0.8556 0.8551 0.8595 0.8562 0.8567 0.8570
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Figure 2. Energy decay and mass conservation with random ini-
tial condition (5.1)

The left plot of Figure 2 illustrates the evolution of discrete energy in terms of
time, which confirms the energy dissipation property. The rough estimate of the
mass difference computed as φ̄n− φ̄0 is displayed in the right plot of Figure 2, which
numerically verifies the mass conservation property up to a machine error.

In addition, similar computations have been performed with trigonometric initial
conditions,

(5.2) φ0 = 0.9 ∗
(
(1− cos (4πx)) (1− cos (4πy))

2
− 1

)
,

the bound for which is adjusted to make the logarithmic energy meaningful. Pa-
rameters are the same as the last numerical test with random initial condition
(5.1). Evolution of φ at selected time instants is displayed in Figure 3. Numerical
verifications of energy dissipation and mass conservation are presented in Figure 4.

It is observed that the concentration variable φ stays stable, barely changing for
a very long time. The same is true for the free energy. The left plot of Figure 4
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Figure 3. Evolution of the phase variable at selected time in-
stants with trigonometric condition (5.2)
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Figure 4. Test of energy decay and mass conservation with
trigonometric initial condition (5.2)

illustrates the energy evolution from t = 0 to t = 0.1, since there is an extremely
sharp decline in this range. However, the free energy is dissipated up to t = 4.

5.2. Convergence order. Now we present a convergence test for the numerical
scheme (3.1)–(3.4), as s, h → 0. Smooth initial data is taken via

(5.3) φ0 = 0.24 ∗ cos (2πx) cos (2πy) + 0.4 ∗ cos (πx) cos (3πy) .

The diffuse interface coefficient is set to ε = 0.05. We expect that the global error
is of order et=T = O(s) + O(h2). In turn, with a refinement path s = Ch2, we see
that et=T = O(h2). In practice, we set s = 0.02h2, the tolerant error for the FAS
approach is set as τ = 10−8 and the final time is given by T = 0.02. Considering
the multiple grid size and the definition of the cell-center function, the following
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error expression is proposed:

(5.4) e
h−h/2
i,j = φh

i,j −
1

4

(
φ
h/2
2i,2j + φ

h/2
2i−1,2j + φ

h/2
2i,2j−1) + φ

h/2
2i−1,2j−1

)
.

The results are displayed in Table 2, which confirms the second order accuracy
in space, as well as the first order accuracy in time.

Table 2. Numerical convergence test with initial data (5.2)

.

Grid size 162 − 322 322 − 642 642 − 1282 1282 − 2562

L2 error 1.9287E-02 4.5851E-03 1.1269E-03 2.8061E-04
L2 rate 2.0727 2.0245 2.0057
L∞ error 5.1703E-02 1.1344E-02 2.9196E-03 7.3025E-05
L∞ rate 2.1882 1.9581 1.9993

6. Conclusions

In this paper, we have presented a fully discrete finite difference numerical scheme
of the Cahn-Hilliard-Stokes (CHS) system with Florry-Huggins energy potential. A
convex splitting technique is applied to treat the chemical potential, combined with
a semi-implicit computation of the nonlinear convection term, and an implicit up-
date of the static Stokes equation. An implicit treatment of the logarithmic term
ensures the positivity-preserving property, which comes from its singular nature as
the phase variable approaches the singular limit values. An unconditional energy
stability is derived by a careful energy estimate. Moreover, an optimal rate conver-
gence analysis and error estimate has been established at a theoretical level, with
the help of higher order consistency analysis, combined with rough and refined er-
ror (RRE) estimates. Some numerical experiments have also been presented, which
demonstrate the theoretical properties of the proposed numerical scheme.

Appendix A. Proof of Lemma 4.1

Taking a discrete inner product with (4.38) by μ̃n+1 leads to

(A.1)

1

s
(φ̃n+1, μ̃n+1) + ‖∇hμ̃

n+1‖22 − (Ahφ
n∇hμ̃

n+1, ũn+1)

= (Ahφ̃
nÛ

n+1
,∇hμ̃

n+1) + (τn+1
φ , μ̃n+1) +

1

s
(φ̃n, μ̃n+1).

Based on the mean-free property (4.34) of truncation error, the following estimate
could be obtained

(A.2) (τn+1
φ , μ̃n+1) ≤ ‖τn+1

φ ‖−1,h · ‖∇hμ̃
n+1‖2 ≤ 2‖τn+1

φ ‖2−1,h +
1

8
‖∇hμ̃

n+1‖22.

For the (φ̃n, μ̃n+1) term, a similar analysis is valid

(A.3)
1

s
(φ̃n, μ̃n+1) ≤ 1

s
‖φ̃n‖−1,h · ‖∇hμ̃

n+1‖2 ≤ 2

s2
‖φ̃n‖2−1,h +

1

8
‖∇hμ̃

n+1‖22.
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For the first term of right hand of (A.1), we see that
(A.4)

(Ahφ̃
nÛ

n+1
,∇hμ̃

n+1) ≤ ‖Ûn+1‖∞ · ‖φ̃n‖2 · ‖∇hμ̃
n+1‖2 ≤ C∗‖φ̃n‖2 · ‖∇hμ̃

n+1‖2

≤ 2(C∗)2‖φ̃n‖22 +
1

8
‖∇hμ̃

n+1‖22.

For the last term of right hand of (A.1), we begin with the following identity

(A.5) −Ahφ
n∇hμ̃

n+1 =
1

γ

(
(−Δh + I)ũn+1 +∇hp̃

n+1 − τn+1
v

)
+Ahφ̃

n∇hV̂n+1,

so that the following estimates are available
(A.6)
− (Ahφ

n∇hμ̃
n+1, ũn+1)

=

(
1

γ
(ũn+1 −Δhũ

n+1 +∇hp̃
n+1 − τn+1

v ) +Ahφ̃
n∇hV̂n+1, ũn+1

)

=
1

γ
‖ũn+1‖22 +

1

γ
‖∇hũ

n+1‖22 −
1

γ
(τn+1

v , ũn+1) + (Ahφ̃
n∇hV̂n+1, ũn+1)

≥ 1

γ
‖ũn+1‖22+

1

γ
‖∇hũ

n+1‖22−
1

γ
‖τn+1

v ‖2 ·‖ũn+1‖2−‖∇hV̂n+1‖∞ ·‖φ̃n‖2 ·‖ũn+1‖2

≥ 1

γ
‖ũn+1‖22 +

1

γ
‖∇hũ

n+1‖22 −
2

γ
‖τn+1

v ‖22 −
1

8γ
‖ũn+1‖22 − C‖φ̃n‖22 −

1

8γ
‖ũn+1‖22

≥ 3

4γ
‖ũn+1‖22 +

1

γ
‖∇hũ

n+1‖22 −
2

γ
‖τn+1

v ‖22 − C‖φ̃n‖22.

Meanwhile, an application of intermediate value theorem implies a point-wise rep-
resentation:
(A.7)

ln(1 + Φ̂n+1)− ln(1 + φn+1) =
φ̃n+1

1 + η(n+1)
, η(n+1) is between φn+1 and Φ̂n+1.

By the point-wise bound that −1 < φn+1, Φ̂n+1 < 1, we have 0 < 1 + η(n+1) < 2
so that 1

1+η(n+1) > 1
2 ,

(A.8) (ln(1 + Φ̂n+1)− ln(1 + φn+1), φ̃n+1) = (
φ̃n+1

1 + η(n+1)
, φ̃n+1) ≥ 1

2
‖φ̃n+1‖22.

A similar analysis could be derived:

(A.9) (− ln(1− Φ̂n+1) + ln(1− φn+1), φ̃n+1) ≥ 1

2
‖φ̃n+1‖22.

The two linear terms in the expansion of (φ̃n+1, μ̃n+1) could be analyzed in a more
straightforward way:

− θ0(φ̃
n, φ̃n+1) ≥ −1

2
θ20‖φ̃n‖22 −

1

2
‖φ̃n+1‖22,(A.10)

− (Δhφ̃
n+1, φ̃n+1) = ‖∇hφ̃

n+1‖22.(A.11)

Then we conclude that

(A.12) (φ̃n+1, μ̃n+1) ≥ 1

2
‖φ̃n+1‖22 +

ε2

2
‖∇hφ̃

n+1‖22 −
θ20
2
‖φ̃n‖22.
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A substitution of (A.1)–(A.4), (A.6) and (A.12) shows that
(A.13)

1

2
‖φ̃n+1‖22 +

ε2

2
‖∇hφ̃

n+1‖22 + s(
5

8
‖∇hμ̃

n+1‖22 +
3

4γ
‖ũn+1‖22 +

1

γ
‖∇hũ

n+1‖22)

≤ 2

s
‖φ̃n‖2−1,h + C‖φ̃n‖22 + s(

2

γ
‖τn+1

v ‖22 + 2‖τn+1
φ ‖2−1,h).

For the right hand side of (A.13), the following estimates are available, which come
from the a-priori assumption (4.43):

(A.14)

2

s
‖φ̃n‖2−1,h ≤ C

s
‖φ̃n‖22 ≤ C(s

11
4 + h

11
4 ),

C‖φ̃n‖22 ≤ C(s
15
4 + h

15
4 ),

s(
2

γ
‖τn+1

v ‖22 + 2‖τn+1
φ ‖2−1,h) ≤ C(s5 + h5),

where the fact that ‖f‖−1,h ≤ C‖f‖2, as well as the refinement constraint C1h ≤
s ≤ C2h, has been repeatedly used. Going back to (A.13), we have

(A.15) ‖φ̃n+1‖2 + ‖∇hφ̃
n+1‖2 ≤ C(s

11
8 + h

11
8 ) ≤ Ĉ(s

5
4 + h

5
4 ),

under the linear refinement requirement C1h ≤ s ≤ C2h, provided that s and h are
sufficiently small. In addition, Ĉ depends on the physical parameters, while it is
independent of s and h. This inequality is exactly the rough error estimate (4.45).
The proof of Lemma 4.1 is complete.

Appendix B. Proof of Lemma 4.2

We focus on the nonlinear term ln(1+Φ̂n+1)−ln(1+φn+1). The other terms could
be similarly analyzed. The decomposition identity (A.7) is still valid. Considering
a single mesh cell, we make the following observation

(B.1)

Dx(ln(1 + Φ̂n+1)− ln(1 + φn+1))i+ 1
2 ,j,k

= Dx(
1

1 + η(n+1)
· φ̃n+1)i+ 1

2 ,j,k

=: NLE1 +NLE2,

NLE1 =
1

1 + η
(n+1)
i+1,j,k

Dxφ̃
n+1
i+ 1

2 ,j,k
, NLE2 = φ̃n+1

i,j,kDx(
1

1 + η(n+1)
)i+ 1

2 ,j,k
.

The bound for the first nonlinear expansion is straightforward:

0 <
1

1 + η
(n+1)
i+1,j,k

≤ (
1

2
ε∗0)

−1 = 2(ε∗0)
−1, (by (4.35), (4.48)),(B.2)

so that ‖ 1

1 + η(n+1)
‖∞ ≤ 2(ε∗0)

−1,(B.3)

‖NLE1‖2 ≤ ‖ 1

1 + η(n+1)
‖∞ · ‖Dxφ̃

n+1‖2 ≤ 2(ε∗0)
−1‖Dxφ̃

n+1‖2.(B.4)

Meanwhile, by the decomposition identity (A.7), we denote

(B.5) ei,j,k = Φ̂n+1
i,j,k − η

(n+1)
i,j,k .

It is clear that

(B.6) |ei,j,k| ≤ |Φ̂n+1
i,j,k − φn+1

i,j,k| = |φ̃n+1
i,j,k|, ∀(i, j, k).
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By the discrete ‖ · ‖4 rough estimation (4.47), an application of inverse inequality
gives

(B.7) ‖∇he‖4 ≤ C‖e‖4
h

≤ C‖φ̃n+1‖4
h

≤ C(s
5
4 + h

5
4 )

h
≤ C(s

1
4 + h

1
4 ) ≤ 1

2
,

under the linear refinement requirement C1h ≤ s ≤ C2h, provided that s and h are
sufficiently small. In turn, we see that

(B.8)
(Dxη

(n+1))i+ 1
2 ,j,k

= (DxΦ̂
n+1)i+ 1

2 ,j,k
− (Dxe)i+ 1

2 ,j,k
,

‖Dxη
(n+1)‖4 ≤ ‖DxΦ̂

n+1‖4 + ‖Dxe‖4 ≤ C∗ +
1

2
.

On the other hand, motivated by the following expansion

(B.9) Dx(
1

1 + η(n+1)
)i+ 1

2 ,j,k
=

−(Dxη
(n+1))i+ 1

2 ,j,k

(1 + ηn+1
i,j,k)(1 + ηn+1

i+1,j,k)
,

we conclude that

(B.10)

‖Dx(
1

1 + η(n+1)
)‖4 ≤ max

i,j,k

1

(1 + ηn+1
i,j,k)(1 + ηn+1

i+1,j,k)
· ‖Dxη

(n+1)‖4

≤ 2(ε∗0)
−2(C∗ +

1

2
),

in which the phase separation estimates (4.35) and (4.48) have been applied again.
Then we arrive at

(B.11) ‖NLE2‖2 ≤ ‖Dx(
1

1 + η(n+1)
)‖4 · ‖φ̃n+1‖4 ≤ 2(ε∗0)

−2 · C‖φ̃n+1‖4.

Subsequently, a combination of (B.4) and (B.11) leads to
(B.12)

‖Dx(ln(1 + Φ̂n+1)− ln(1 + φn+1))‖2 ≤ 2(ε∗0)
−1‖Dxφ̃

n+1‖2 + 2(ε∗0)
−2C‖φ̃n+1‖4.

Similar estimates could be derived in the y and z directions; the technical details
are skipped for the sake of brevity:

‖Dy(ln(1 + Φ̂n+1)− ln(1 + φn+1))‖2 ≤ 2(ε∗0)
−1‖Dyφ̃

n+1‖2 + 2(ε∗0)
−2C‖φ̃n+1‖4,

(B.13)

‖Dz(ln(1 + Φ̂n+1)− ln(1 + φn+1))‖2 ≤ 2(ε∗0)
−1‖Dzφ̃

n+1‖2 + 2(ε∗0)
−2C‖φ̃n+1‖4.

(B.14)

Therefore, a combination of (B.12)–(B.14) yields
(B.15)

‖∇h(ln(1 + Φ̂n+1)− ln(1 + φn+1))‖2 ≤ 2(ε∗0)
−1‖∇hφ̃

n+1‖2 + 2
√
3(ε∗0)

−2C‖φ̃n+1‖4.

A similar estimate could also be derived for the error term of − ln(1 − Φ̂n+1) +
ln(1− φn+1):
(B.16)

‖∇h(− ln(1− Φ̂n+1)+ln(1−φn+1))‖2 ≤ 2(ε∗0)
−1‖∇hφ̃

n+1‖2+2
√
3(ε∗0)

−2C‖φ̃n+1‖4.

Finally, a substitution of (B.15) and (B.16) into the nonlinear error expansion (4.49)
results in the desired estimate (4.50). This finishes the proof of Lemma 4.2.
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