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Abstract

We study the detailed process of bifurcation in the flow’s topological structure for a two-dimensional (2-D) incompressible flow subject to no-slip boundary conditions and its connection with boundary-layer separation. The boundary-layer separation theory of M. Ghil, T. Ma and S. Wang, based on the structural-bifurcation concept, is translated into vorticity form. The vorticity formulation of the theory shows that structural bifurcation occurs whenever a degenerate singular point for the vorticity appears on the boundary; this singular point is characterized by nonzero tangential second-order derivative and nonzero time derivative of the vorticity. Furthermore, we prove the presence of an adverse pressure gradient at the critical point, due to reversal in the direction of the pressure force with respect to the basic shear flow at this point. A numerical example of 2-D driven-cavity flow, governed by the Navier Stokes equations, is presented; boundary-layer separation occurs, the bifurcation criterion is satisfied, and an adverse pressure gradient is shown to be present.
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1. Introduction and outline of main results

The primary aim of this article is to investigate, theoretically as well as numerically, the topological aspects of boundary-layer separation in two-dimensional (2-D) incompressible flows. It is well-known that a boundary layer appears in any viscous incompressible flow, due to the slow-down of the flow by a no-slip boundary [13]. A shear flow is present in the transition area between the wall and the free fluid. The width of this shear layer, before the separation occurs, is proportional to $\sqrt{t/Re}$, where $Re$ is the Reynolds number [29]. However, this shear layer can detach and separate from the boundary, generating vorticity and a recirculation area, which leads to the break-down of the monotone velocity profile in the boundary layer. Characterizing this separation is a long-standing problem in fluid mechanics, going back to the pioneering work of Prandtl [26].

The Prandtl equation is an asymptotic approximation of the Navier–Stokes equations within a thin layer near the boundary, which is only valid when no separation occurs. The mathematical analysis of the Prandtl equation up to date is reviewed in a recent book by Oleinik and Samokhin [24]. The book mainly deals with the regularity of the Prandtl equation when the pressure gradient along the boundary does not vanish. The blow-up of the Prandtl equation in finite time was established in [6]; this result, however, is not related to boundary-layer separation, which would render the equation invalid altogether. Some related work on this subject can also be found in [17,23,27,28,33,34].

It is observed experimentally that the point where the vorticity vanishes is a candidate for separation of the boundary layer. No known theorem, which can be applied to determine the separation point a priori, seems to have been available until the recent work of Ghil, Ma and Wang [10,11,19]. These authors developed a new theory to determine structural bifurcation of 2-D nondivergent vector fields $\mathbf{u} = \mathbf{u}(x, t)$ near a so-called singular point $x_0$ on the boundary $\partial M$ of a compact manifold $M$, by analyzing the orbits of $\mathbf{u}$ near $x_0$ and a critical transition time $t_0$. This $\partial$-singularity condition for $x_0$ is related to the Prandtl condition for boundary-layer separation. It was shown that a 2-D incompressible velocity field $\mathbf{u}$ becomes structurally unstable, i.e., it changes its topological-equivalence class, if a $\partial$-singular point $x_0$ on $\partial M$ is degenerate. Such a point $x_0$ corresponds precisely to a degenerate critical point for the scalar vorticity. This theory agrees with experimental observations, as well as with numerical simulations and physical reasoning.

The normal derivative of the velocity field $\partial \mathbf{u} / \partial n$ has to satisfy the following sufficient criteria for structural bifurcation to occur: (1) a degenerate singular point $x_0$ of $\partial \mathbf{u} / \partial n$ appears on the boundary at the critical moment $t_0$; (2) one of the higher-order tangential derivatives of $\partial \mathbf{u} / \partial n$ is nonzero; and (3) its time derivative is nonzero. The structural transition in the flow pattern predicted by these conditions gives rise to boundary-layer separation in the case that $\partial \mathbf{u} / \partial n$ has a nonzero second-order derivative in the second condition, and the index of the shear field $\text{ind}(\partial \mathbf{u} / \partial n, x_0)$ vanishes at the critical moment.

This result was obtained in [10] for the very general case in which $\mathbf{u}(x, t)$ is a nondivergent vector field in 2-D, $\nabla \cdot \mathbf{u} = 0$, but the dependence on the parameter $t$ is unspecified, except for the requirement that it be once continuously differentiable. The analysis in [10] was carried out for no-penetration, free-slip boundary conditions. A structural stability theorem for the same type of vector field, but with homogeneous Dirichlet boundary conditions, was proven by Ma and Wang [19]. The structural bifurcation result quoted above was obtained for Dirichlet boundary conditions in [11]. It is the latter result that corresponds to boundary-layer separation and will be used in the present paper.

The theory developed in [10,11,19] is recapitulated in Section 2. In Section 3, the above conditions in velocity form are translated into vorticity form. Naturally, the previous conclusion for the bifurcation is still valid under the same set of the conditions, put into this vorticity form. This is the first part of our analytical result here, which is stated as Theorem 3.2. An application of the maximum principle for subharmonic functions yields the presence of an adverse pressure gradient in the tangential direction along the boundary near the isolated singular point and the critical transition time. This is the second part of Theorem 3.2.

More precisely, we consider 2-D viscous incompressible flows described by the Navier–Stokes equations. An incompressible solution of these equations can be viewed as a one-parameter family of divergence-free vector fields with time $t$ as the parameter. We show in Section 3 that an adverse pressure gradient is present near the critical
point $P^*$ and the critical moment $T^*$ of boundary-layer separation, which correspond to $x_0$ and $t_0$ in the analysis of Section 2. Under the above conditions, the vorticity reaches a local extremum in space and, according to whether this extremum is a maximum or a minimum, it decreases or increases in time. Applying the vorticity transport equation near the boundary point $P^*$ and using no-slip boundary conditions for the velocity field shows that the vorticity field is subharmonic or superharmonic in a small neighborhood of $P^*$. Since the critical point $P^*$ is also a spatially local extremum for the vorticity, we conclude from the Hopf Lemma that the vorticity gradient is directed outward or inward there. Thus the presence of an adverse pressure gradient follows directly from the fact that the tangential derivative of the pressure is exactly the normal derivative of the vorticity, which can be seen by applying the original Navier–Stokes equations near the boundary. The combination of these results provides an explanation for the mechanism of boundary-layer separation, in a rigorous mathematical context.

A numerical example of driven-cavity flow is presented in Section 4 to illustrate the structural bifurcation of 2-D incompressible flow associated with boundary-layer separation. No-slip boundary conditions are imposed on the left, right and bottom boundary sections, while a parabolic velocity profile is imposed on the top boundary, with the velocity vector parallel to this boundary section and pointing to the right. The cavity flow is computed as the solution of the 2-D incompressible Navier–Stokes equations with the prescribed Dirichlet boundary conditions. An Essentially Compact Fourth-Order Scheme (EC4) [8,31,32] is applied to solve the equations on a high-resolution grid of $(N + 1) \times (N + 1)$ points, with increasing values of $N = 1024, 1536$ and 2048. The Reynolds number is taken to be $Re = 10^5$ and the flow behavior with respect to boundary-layer separation near the mid-point of the right boundary is investigated in detail.

A thin boundary layer forms due to the combination of the no-slip boundary condition and the basic circulation in the cavity. The vorticity field stays positive initially throughout the boundary layer. As time goes on, if a degenerate singular point for the vorticity, with positive second-order tangential derivative and negative time derivative, appears on the right boundary, structural transition is assured to happen and the boundary layer separates.

The numerical solution shows the detailed process of the flow’s structural bifurcation and boundary-layer separation, including the accurate location of the degenerate singular points for the vorticity, the first and second critical time, and the fine details of the flow in the recirculation area. The zoom plot of the vorticity near the bifurcation point exhibits a negative normal derivative, which indicates a reverse pressure gradient at that point. This numerical result matches the analytical argument in Section 3. Zoom plots of the vortex shedding after the structural bifurcation are also presented. Section 4 concludes with a discussion of the way that the separated and rolled-up boundary layer interacts with the flow in the interior of the rectangular cavity.

The theory presented here is restricted to 2-D cases. The analysis for the kinematic theory, as well as the connections to dynamics in three-dimensional (3-D) cases are still wide open. It is clear that the classical notion of structural stability does not appear to be applicable, and the full classification of 3-D divergence-free vector fields is not within immediate reach: it is quite difficult to classify bifurcations and transitions of 3-D flow structures in general. Large-scale, planetary flows, atmospheric and oceanic, however, are characterized by fast rotation (small Rossby number) and strong stratification (small vertical-to-horizontal aspect ratio), at least in the midlatitudes; see Ghil and Childress [9] and Pedlosky [25]. It is expected that progress can be made for such geophysical flows modeled by the 3-D baroclinic quasi-geostrophic equations. Likewise, generalizations of the present theory might be possible for 3-D axis-symmetric flows, which possess a so-called Stokes stream function [1].

2. Recapitulation of structural bifurcation in 2-D flows

In this section, we recall the key concepts and results of the structural bifurcation theory developed recently by Ghil, Ma and Wang [10,11,19]. This theory provides a full classification of the topological structure of 2-D nondivergent vector fields on a compact manifold with boundary, subject to either no-penetration or Dirichlet boundary conditions, along with the conditions for transition from one topological class to another. As a by-product, this theory gives a rigorous characterization of boundary-layer separation of 2-D incompressible fluid flows.
For simplicity, we treat here the Euclidean case, but a piece of a sphere \(S^2\) is also covered by the general theory of [10,11,19]. So, let \(M \subset \mathbb{R}^2\) be a closed and bounded domain with a sufficiently smooth boundary \(\partial M \in C^{r+1}(r \geq 2)\), and \(TM\) be the tangent bundle of \(M\). Let \(C^r_n(TM)\) be the space of all \(C^r\) vector fields on \(M\) with the no-penetration boundary condition, \(D^r(TM)\) the subspace of \(C^r_n(TM)\) that is divergence-free, and \(B^r_0(TM)\) the subspace of \(D^r(TM)\) that satisfies homogeneous Dirichlet boundary conditions:

\[
C^r_n(TM) = \{ u \in C^r(TM) \mid u_n|_{\partial M} = 0 \},
\]

\[
D^r(TM) = \{ u \in C^r(TM) \mid u_n|_{\partial M} = 0, \text{div} \, u = 0 \},
\]

\[
B^r_0(TM) = \{ u \in D^r(TM) \mid u|_{\partial M} = 0 \}.
\]

Here, \(u_n = u \cdot n\) and \(u_\tau = u \cdot \tau\), where \(n\) and \(\tau\) are the unit normal and tangent vectors on \(\partial M\), respectively. It is easy to see that

\[
B^r_0(TM) \subset D^r(TM) \subset C^r_n(TM) \subset C^r(TM).
\]

We start with some basic concepts. Let \(X = D^r(TM)\) or \(B^r_0(TM)\) in the following definitions.

**Definition 2.1.** Two vector fields \(u, v \in D^r(TM)\) are called topologically equivalent if there exists a homeomorphism of \(\varphi : M \rightarrow M\), which takes the orbits of \(u\) to orbits of \(v\) and preserves their orientation.

**Definition 2.2.** Let \(u \in C^1([0, T], X)\). The vector field \(u_0 = u(\cdot, t_0) (0 < t_0 < T)\) is called a bifurcation point of \(u\) at the parameter value \(t = t_0\) if, for any \(t^- < t_0\) and \(t_0 < t^+\) with \(t^-\) and \(t^+\) sufficiently close to \(t_0\), the vector field \(u(\cdot; t^-)\) is not topologically equivalent to \(u(\cdot; t^+)\). In this case, we say that \(u(x, t)\) has a bifurcation at \(t_0\) in its global structure.

**Definition 2.3.** Let \(u \in C^1([0, T], X)\). We say that \(u(x, t)\) has a bifurcation in its local structure in a neighborhood \(U \subset M\) of \(x_0\) at the parameter value \(t = t_0(0 < t_0 < T)\) if, for any \(t^- < t_0\) and \(t_0 < t^+\) with \(t^-\) and \(t^+\) sufficiently close to \(t_0\), the vector fields \(u(\cdot; t^-)\) and \(u(\cdot; t^+)\) are not topologically equivalent locally in \(U \subset M\).

The difference between bifurcation in local vs. global structure is further clarified in Fig. 1 of [11].

**Definition 2.4.** A vector field \(v \in X\) is called structurally stable in \(X\) if there exists a neighborhood \(O \subset X\) of \(v\) such that for any \(u \in O\), \(u\) and \(v\) are topologically equivalent.

We recall next some basic facts and definitions on divergence-free vector fields. Let \(v \in D^r(TM)\).

1. A point \(p \in M\) is called a singular point of \(v\) if \(v(p) = 0\); a singular point \(p\) of \(v\) is called non-degenerate if the Jacobian matrix \(Dv(p)\) is invertible; \(v\) is called regular if all singular points of \(v\) are non-degenerate.
2. An interior non-degenerate singular point of \(v\) can be either a center or a saddle, and a non-degenerate boundary singularity must be a saddle.
3. Saddles of \(v\) must be connected to saddles. An interior saddle \(p \in M\) is called self-connected if \(p\) is connected only to itself, i.e. \(p\) occurs in a graph whose topological form is that of the number 8.
4. The vector field \(v\) is structurally stable near each of its non-degenerate singular points.

When \(u \in B^r_0(TM), r \geq 2\), a different singularity concept was introduced for points on the boundary in [19]. We recall it as follows.
(1) A point \( p \in \partial M \) is called a \( \partial \)-regular point of \( u \) if \( \partial u_\tau(p)/\partial n \neq 0 \); otherwise, \( p \in \partial M \) is called a \( \partial \)-singular point of \( u \).

(2) A \( \partial \)-singular point \( p \in \partial M \) of \( u \) is called non-degenerate if

\[
\det \begin{pmatrix}
\frac{\partial^2 u_\tau(p)}{\partial \tau \partial n} & \frac{\partial^2 u_\tau(p)}{\partial n^2} \\
\frac{\partial^2 u_n(p)}{\partial \tau \partial n} & \frac{\partial^2 u_n(p)}{\partial n^2}
\end{pmatrix} \neq 0.
\]

A non-degenerate \( \partial \)-singular point of \( u \) is also called a \( \partial \)-saddle point of \( u \).

(3) A vector \( u \in B^r_0(TM) \) \((r \geq 2)\) is called \( D \)-regular if \( u \) is regular in the interior \( M^0 \), and all \( \partial \)-singular points of \( u \) on \( \partial M \) are non-degenerate.

The following theorem of T. Ma and S. Wang in [19] provides necessary and sufficient conditions for structural stability of a divergence-free vector field.  

**Theorem 2.5** (Ma and Wang [19]). Let \( u \in B^r_0(TM) \)(\( r \geq 2 \)). Then \( u \) is structurally stable in \( B^r_0(TM) \) if and only if

1. \( u \) is \( D \)-regular;
2. all interior saddle points of \( u \) are self-connected; and
3. each \( \partial \)-saddle point of \( u \) on \( \partial M \) is connected to a \( \partial \)-saddle point on the same connected component of \( \partial M \).

Moreover, the set of all structurally stable vector fields is open and dense in \( B^r_0(TM) \).

Next, we recall the definition of indices of singular points of a vector field [22]. Let \( p \in M \) be an isolated singular point of \( v \in C^r_n(TM) \); then

\[
\text{ind}(v, p) = \text{deg}(v, p),
\]

where \( \text{deg}(v, p) \) is the Brouwer degree of \( v \) at \( p \).

Let \( p \in \partial M \) be an isolated singular point of \( v \), and \( \tilde{M} \subset \mathbb{R}^2 \) be an extension of \( M \), i.e. \( M \subset \tilde{M} \) such that \( p \in \tilde{M} \) is an interior point of \( \tilde{M} \). In a neighborhood of \( p \) in \( \tilde{M} \), \( v \) can be extended by reflection to \( \tilde{v} \) such that \( p \) is an interior singular point of \( \tilde{v} \), thanks to the no-penetration condition \( v \cdot n |_{\partial M} = 0 \). Then we define the index of \( v \) at \( p \in \partial M \) by

\[
\text{ind}(v, p) = \frac{1}{2} \text{ind}(\tilde{v}, p).
\]

Let \( p \in M \) be an isolated singular point of \( v \in C^r(TM) \). An orbit \( \gamma \) of \( v \) is said to be a stable orbit (resp. an unstable orbit) connected to \( p \), if the limit set \( \omega(x) = p \) (resp. \( \alpha(x) = p \)) for any \( x \in \gamma \); here \( \omega(x) \) and \( \alpha(x) \) are the forward and backward limit sets of \( x \), respectively.

We now recall a singularity classification theorem for 2-D nondivergent vector fields, which will be useful in our discussion of structural bifurcation.

**Theorem 2.6** (Singularity Classification Theorem [10]). Let \( M \) be a 2-D compact manifold with or without boundary, and \( p \in M \) be an isolated singular point of \( u \in D^r(TM) \), \( r \geq 1 \). Then \( p \) is connected only to a finite number of orbits and the stable and unstable orbits connected to \( p \) alternate when tracing a closed curve around \( p \). Furthermore,

1. if \( p \in M^0 \), then \( p \) is connected by \( 2n \) \((n \geq 0)\) orbits, \( n \) of which are stable, and the other \( n \) unstable, while the index of \( u \) at \( p \) is:

\[
\text{ind}(u, p) = 1 - n;
\]
(2) if \( p \in \partial M \), then \( p \) is connected by \( n + 2 \) (\( n \geq 0 \)) orbits, two of which are on the boundary \( \partial M \), and the index of \( p \) is:

\[
\text{ind}(u, p) = -\frac{1}{2} n.
\]

For simplicity, we assume here that the boundary \( \partial M \) contains a flat part \( \Gamma \subset \partial M \) and consider structural bifurcation near a \( \partial \)-singular point \( x_0 \in \Gamma \). In such a case, a coordinate system \((x_1, x_2)\) can be chosen such that \( x_0 = (x_0, 0) \) and \( \Gamma \) be given by

\[
\Gamma = \{(x_1, 0) \mid |x_1 - x_0| \leq \delta, \}
\]
for some \( \delta > 0 \).

Next let \( u, v \in C^1([0, T], B_0'(TM)) \) be Taylor expanded as:

\[
\begin{align*}
&u(x, t) = u^0(x) + (t - t_0)u^1(x) + O(|t - t_0|), \\
v(x, t) = v^0(x) + (t - t_0)v^1(x) + O(|t - t_0|), \\
u^0(x) = u(x, t_0), &\quad u^1(x) = \frac{\partial u(x, t)}{\partial \tau} |_{\tau = t_0}, \\
v^0(x) = \frac{\partial u^0}{\partial n}, &\quad v^1(x) = \frac{\partial u^1}{\partial n}.
\end{align*}
\]

(2.1)

Before we state the main result, we make the following assumption.

**Assumption (H).** There exists an isolated, \( \partial \)-singular point \( x_0 \in \partial M \) of \( v^0 \) and an integer \( k \geq 2 \) such that \( v^0, v^1 \in C^{k+1} \) near the point \( x_0 \), and

\[
v^0(x_0) = 0 \quad \text{(Prandtl condition)} \tag{2.2}
\]

\[
\text{ind}(v^0, x_0) \neq -\frac{1}{2} \quad \text{(first necessary condition)} \tag{2.3}
\]

\[
v^1(x_0) \neq 0 \quad \text{(second necessary condition)} \tag{2.4}
\]

\[
\frac{\partial^k(v^0(x_0))}{\partial \tau^k} \neq 0 \quad \text{(technical condition).} \tag{2.5}
\]

Under Assumption (H), the flow structure of \( u \) near \( x_0 \) and \( t_0 \) is fully classified in [10,11] and structural bifurcation is shown to occur at \( x_0 \), as \( t \) crosses \( t_0 \).

**Theorem 2.7** ([11]). Let \( u \in C^1([0, T], B_0'(TM)) \) \((r \geq 2)\) satisfy Assumption (H). Then there exists a neighborhood \( \Gamma_0 \subset \partial M \) of \( x_0 \) and an \( \epsilon_0 > 0 \) such that all \( \partial \)-singular points of \( u(x, t \pm \epsilon) \) in \( \Gamma_0 \) are non-degenerate for any \( 0 < \epsilon \leq \epsilon_0 \). Moreover,

1. if the index \( \text{ind}(v^0, x_0) \) is an integer, then one of \( u(x, t_0 \pm \epsilon) \) has two \( \partial \)-singular points on \( \Gamma_0 \), and the other one has no \( \partial \)-singular point on \( \Gamma_0 \); and
2. if the index \( \text{ind}(v^0, x_0) \) is not an integer, then each of \( u(x, t_0 \pm \epsilon) \) has only one \( \partial \)-singular point on \( \Gamma_0 \).

**Theorem 2.8** (Structural bifurcation theorem [11]). Let \( u \in C^1([0, T], B_0'(TM)) \) \((r \geq 2)\) satisfy Assumption (H). Then

1. \( u(x, t) \) has a bifurcation in its local structure at \((x_0, t_0)\); and
2. if \( x_0 \in \partial M \) is a unique singular point which has the same index as \( \text{ind}(v^0, x_0) \) on \( \partial M \), then \( u(x, t) \) has a bifurcation in its global structure at \( t = t_0 \).
In the case where \( \text{ind}(v^0, x_0) = 0 \), the above structural bifurcation theorem corresponds to boundary-layer separation in 2-D incompressible flows, as outlined in Section 1. Here, \( v^0 \) is given by Fig. 1(b). For a sufficiently small \( \varepsilon > 0 \), \( u(x, t_0 - \varepsilon) \) given by Fig. 1(a) has no singular points near \( x_0 \). On the other hand, \( u(x, t_0 + \varepsilon) \) given by Fig. 1(c) has two singular points near \( x_0 \) on the boundary and one center near \( x_0 \) in the interior, all of which are non-degenerate.

The analysis is delicate and was done first for the case with boundary conditions of no normal flow [10], and then for the case with homogeneous Dirichlet boundary conditions [11,19].

3. Adverse pressure gradient at the separation point

In this section, we show the existence of an adverse pressure gradient in the neighborhood of the bifurcation point \((x_0, t_0)\) by utilizing the relation between the vorticity and pressure in the solutions of the Navier–Stokes equations and applying the Hopf Lemma [12] for subharmonic functions. We use the 2-D Navier–Stokes equations in the incompressible form

\[
\begin{align*}
\partial_t u + (u \cdot \nabla) u + \nabla p &= \frac{1}{Re} \Delta u, \\
\nabla \cdot u &= 0,
\end{align*}
\]

with the no-slip boundary conditions:

\[
u = 0, \quad \text{on} \ \partial M.
\]

In the system (3.1)–(3.2), \( u = (u, v) \) is the velocity, \( p \) the pressure, and \( Re \) the Reynolds number. For simplicity we let \( \nu = 1/Re \). The solutions of this system can be viewed as one-parameter families of divergence-free vector fields with the time \( t \) as the parameter. Hence, the analysis reviewed in Section 2 can be applied to such a solution. For such a family of divergence-free vector fields \( u(t) \), structural bifurcation, i.e., change in topological equivalence class, occurs at \( T^* \) if the normal derivative of the velocity field \( u_n = \partial u / \partial n \) has a degenerate singular point \( P^* \in \partial M \) such that \( \partial u_n / \partial t \) is nonzero. Note that \( T^*, u_n, \) and \( P^* \in \partial M \) correspond to \( t_0 \), the vector field \( v^0 \) and \( x_0 \in \partial M \) in Section 2, respectively.

The connection between the structural bifurcation analysis and the solution of the incompressible Navier–Stokes Eqs. (3.1) and (3.2) is made through the introduction of the vorticity \( \omega = \nabla \times u = -\partial_t u + \partial_x v \). Applying the curl operator \( \nabla \times \) to the momentum Eq. (3.1) gives a transport equation for the scalar field \( \omega \):

\[
\partial_t \omega + (u \cdot \nabla) \omega = \nu \Delta \omega.
\]

Numerical simulations, like the one given in Section 4 below, as well as laboratory experiments, show that the formation of recirculating cells starts at the moment when the vorticity reaches its zero point on the boundary as a local maximum (minimum) point in space and decreases (increases) in time. That point is known as the separation point and we denote it as \( P^* \in \partial M \) at the moment \( t = T^* \). For simplicity of presentation and in agreement with the numerical example in Section 4, we assume that a section of the vertical line \( x = 1 \), which is denoted by
\( \Gamma^0 \), is included in \( \partial M \) and that \( P^* \) lies on the boundary section \( \Gamma^0 \). The unit normal and tangential vectors on \( \Gamma^0 \) are \( n = (1, 0), \tau = (0, 1) \), respectively; this determines the normal and tangential derivatives to be \( \partial / \partial n = \partial_x \), \( \partial / \partial \tau = \partial_y \).

In the boundary layer, pure shear flow occurs along the boundary section \( \Gamma^0 \) before the critical time \( T^* \). Without loss of generality and for the sake of consistency with the numerical example in Section 4, it is assumed that this shear flow is downward, i.e., toward negative \( y \)-values. Mathematically speaking, this amounts to assuming that there exists a neighborhood \( U_1 \) of \( P^* \) such that the boundary of \( U_1 \) includes a portion of \( \Gamma^0 \) and \( \omega \geq 0 \) in \( U_1 \), when \( t<T^* \).

This condition implies that the vorticity reaches zero at \((P^*, T^*)\) as a local minimum in space and decreases afterward in time. In this case, the formation of a recirculating flow region is given by the following conditions

\[ \omega(P^*, T^*) = 0, \quad \frac{\partial \omega}{\partial \tau}(P^*, T^*) = 0, \quad \frac{\partial^2 \omega}{\partial \tau^2}(P^*, T^*) > 0, \quad \frac{\partial \omega}{\partial t}(P^*, T^*) < 0. \quad (3.5) \]

In fact, we have the following proposition connecting (3.5) to Assumption (H); the proof of this proposition will be given at the end of the present section.

**Proposition 3.1.**

(1) Assumption (H) with \( k = 2 \) for the velocity field \( u \) is equivalent to the following conditions on the vorticity \( \omega \):

\[ \omega(P^*, T^*) = 0, \quad \frac{\partial \omega}{\partial \tau}(P^*, T^*) = 0, \quad \frac{\partial^2 \omega}{\partial \tau^2}(P^*, T^*) \neq 0, \quad \frac{\partial \omega}{\partial t}(P^*, T^*) \neq 0. \quad (3.6) \]

(2) If (3.4) holds true, i.e., only downward shear flow is present around \( \Gamma^0 \) for \( t<T^* \), Assumption (H) is equivalent to (3.5).

The main result of this section is the following theorem, showing the existence of an adverse pressure gradient at the separation point.

**Theorem 3.2.** Let \((u, p)\) be the solution of the 2-D Navier–Stokes equations (3.1) with boundary conditions (3.2). Assume that there exist a boundary point \( P^* \in \partial M \) and a critical time \( T^* \) such that (3.4) and (3.5) hold true.

Then

(1) structural bifurcation occurs in the local structure of \( u \) at the boundary point \( P^* \) as \( t \) crosses \( T^* \), and boundary-layer separation evolves exactly as shown in Fig. 1; and

(2) an adverse pressure gradient in the tangent direction is present at \( P^* \), i.e.,

\[ \frac{\partial p}{\partial \tau} = \frac{\partial p}{\partial y} < 0, \quad \text{at} \quad (P^*, T^*). \quad (3.7) \]

**Proof of Theorem 3.2.** The first part is a direct consequence of Proposition 3.1 here and of Theorem 2.8 in Section 2. For the second part, we see that the vorticity transport Eq. (3.3) at the boundary point \( P^* \) gives

\[ \Delta \omega = \frac{1}{v}(\partial_t \omega + (u \cdot \nabla)\omega) = v^{-1} \partial_t \omega < 0, \quad \text{at} \quad (P^*, T^*). \quad (3.8) \]

The second equality in (3.8) is based on the no-slip boundary condition for the velocity field, and the inequality comes from the criterion \( \partial \omega(P^*, T^*)/\partial t < 0 \) in (3.5). Thus, we arrive at the conclusion that the vorticity field stays strictly subharmonic in a neighborhood \( U_2 \) of \( P^* \), at \( T^* \),

\[ \Delta \omega(\cdot, \cdot, T^*) < 0, \quad \text{in} \quad U_2; \quad (3.9) \]
like $U_1$, $U_2$ has a portion of $\Gamma^0$ as part of its boundary. Moreover, the assumption (3.4) shows that the vorticity field $\omega$ remains non-negative in $U_1$ at the bifurcation time
\[
\omega(\cdot, \cdot, T^*) \geq 0, \quad \text{in } U_1.
\] (3.10)

By denoting $U^* = U_1 \cap U_2$, we have, by (3.9) and (3.10),
\[
\begin{cases}
\Delta \omega < 0, & \text{in } U^*, \\
\omega \geq 0, & \text{on } \partial U^*.
\end{cases}
\] (3.11)

The application of the strong maximum principle for subharmonic functions in the set $U^*$ gives
\[
\omega > 0, \quad \text{in } U^{*0}.
\] (3.12)

Subsequently, the Hopf Lemma implies that
\[
\frac{\partial \omega}{\partial n}(P^*, T^*) < 0.
\] (3.13)

On the other hand,
\[
\tau \cdot \Delta u = \frac{\partial \omega}{\partial n}, \quad \text{on } \Gamma^0,
\] (3.14)
due to the definition of vorticity $\omega = -\partial_y u + \partial_x v$ and the incompressibility condition $u_x + v_y = 0$. Consequently, taking the inner product of the momentum equation in (3.1), applied on the boundary $\Gamma^0$, with the tangential vector field $\tau$ gives
\[
\frac{\partial p}{\partial \tau} = \frac{\partial p}{\partial y} = \nu \frac{\partial \omega}{\partial n}, \quad \text{on } \Gamma^0,
\] (3.15)
since the term $u_t$ and the nonlinear term disappear on $\Gamma^0$ because of the no-slip boundary condition for the velocity field. The insertion of (3.13) into (3.15) results in (3.7), thus completing the proof of Theorem 3.2. \qed

**Remark 3.3.** The contribution of the pressure force to the flow acceleration for the vertical velocity field is $-\partial_y p$. We thus conclude from (3.7) that the pressure pushes the flow upward at the bifurcation point $P^*$ when $t = T^*$, opposite to the shear flow direction. This force gives rise to the boundary-layer separation at $P^*$ and $T^*$ and to the recirculating flow near $P^*$ afterward. Although the appearance of an adverse pressure gradient is well known to be the main mechanism for boundary-layer layer separation, the mathematically rigorous argument above is new and will be carefully verified in the numerical experiment presented in Section 4.

**Remark 3.4.** If the vorticity field stays smooth enough near the boundary segment $\Gamma^0$, then
\[
\frac{\partial \omega}{\partial n} = -\nu \frac{\partial \omega}{\partial \tau} = 0, \quad \text{at } (P^*, T^*);
\] (3.16)
the first equality in (3.16) comes from a similar argument as in (3.15), while the second one is based on the assumption that $P^*$ is a degenerate singular point for the vorticity as stated in (3.5). Accordingly, the normal gradient of the pressure stays small near the bifurcation point, which is still consistent with the assumptions of boundary-layer theory [13, 24, 29]. This assertion is verified in the case of the first bifurcation time $t = T^*_1$ for the numerical example in Section 4, as can be seen in the vorticity plot along the right boundary (Fig. 6) there. At that time, the separated boundary layer is still confined to a thin layer near the wall.

The phenomenon changes dramatically at the second and later separation times. A cusp occurs in the vorticity profile at the critical point for $t = T^*_2$; see Fig. 12. The large vorticity gradient along the boundary indicates there is a strong normal pressure gradient that pushes the vortex to shed.
Remark 3.5. The critical time $T^*$ refers to the structural bifurcation whose criteria were discussed in detail in Section 2. This is not identical to the critical time with respect to the appearance of an adverse pressure gradient. At the bifurcation point $P^* \in \partial M$ and the corresponding moment $t = T^*$, the pressure pushes the flow opposite to the basic shear flow in the immediate vicinity of $P^*$. In fact, the adverse pressure gradient appears at some instant $t < T^*$, and will take effect after a while, causing the recirculation. The pressure gradient can be in the same direction as the shear flow or opposite to it from time to time. The moment, however, when the pressure gradient switches sign is not the critical time that we are discussing. The rigorous derivation of the presence of an adverse pressure gradient at the bifurcation point just gives a reasonable explanation for the mechanism of boundary-layer separation.

Remark 3.6. Assumption (3.4) in Theorem 3.2, which states that pure shear flow was present near the critical point before the occurrence of the bifurcation, corresponds to the index of the vector field $\partial \mathbf{u}/\partial n$ at $P^*$ being 0, i.e., $\text{ind}(\partial \mathbf{u}/\partial n, P^*) = 0$.

Remark 3.7. When the shear flow is unidirectionally upward near $I^0$, rather than downward, Assumption (H) with $k = 2$ is equivalent to the following conditions:

$$\omega(P^*, T^*) = 0, \quad \frac{\partial \omega}{\partial \tau}(P^*, T^*) = 0, \quad \frac{\partial^2 \omega}{\partial \tau^2}(P^*, T^*) < 0, \quad \frac{\partial \omega}{\partial \tau}(P^*, T^*) > 0. \quad (3.17)$$

In other words, by Proposition 3.1, Assumption (H) is equivalent to either (3.5) or (3.17), depending on whether the flow is upward or downward before the critical time.

Remark 3.8. The assumption that the boundary section $I^0$ can be represented as a segment of the vertical line $x = 1$ was only made for simplicity of presentation. All the analyses in this section can be extended to the case of a horizontal or curved boundary.

Proposition 3.1 states that the criteria for the start of recirculating flow, as given in (3.5), are exactly the same as the structural bifurcation criteria stated in Section 2, i.e., a degenerate singular point for the normal derivative of the velocity vector field $\mathbf{u}_n$, with positive second-order derivative along the boundary and negative time derivative, appears at a boundary point $P^* \in I^0$. The proof is given below.

**Proof of Proposition 3.1.**

Step 1. Note that

$$v^0 = \frac{\partial \mathbf{u}}{\partial n} = \partial_x \mathbf{u} = (u_x, v_x) = (0, \omega), \quad \text{on } I^0. \quad (3.18)$$

The first component $u_x$ vanishes identically because of the incompressibility condition $u_x + v_y = 0$ and the no-slip boundary condition $v \equiv 0$ on $I^0$, while the second component $v_x$ is exactly the vorticity field since

$$\omega = -u_y + v_x = v_x, \quad \text{on } I^0, \quad (3.19)$$

due to the no-penetration boundary condition $u \equiv 0$ on $I^0$. According to (3.18), the singular point for $v^0$ is the same as the zero point for $\omega$ on the boundary section $I^0$. As a result, the Prandtl condition (2.2) in Assumption (H) is equivalent to the first condition in (3.6), i.e., the vanishing of the vorticity $\omega$ at $(P^*, T^*)$.

Step 2. Furthermore, the vorticity field has the same tangential derivatives as $v_x$ to any order, i.e., for any integer $k = 1, 2, 3, \ldots$,

$$\partial^k_x \omega = \partial^k_x (-u_y + v_x) = -\partial^k_y u_y + \partial^k_x v_x = -\partial^{k+1}_y u + \partial^k_x v_x = \partial^k_x v_x, \quad \text{on } I^0, \quad (3.20)$$

due to the the no-penetration boundary condition for $u$. Note that the term $v_x$ is exactly the tangential component of the normal derivative of the velocity field, i.e., $v_x = v_x^0$. Thus, the third condition in (3.6), $\partial^2 \omega(P^*, T^*)/\partial \tau^2 \neq 0$, is equivalent to the technical condition (2.5) in Assumption (H) with $k = 2$. 

Step 3. The necessary condition (2.3) in Assumption (H) is exactly equivalent to the condition that the Jacobian matrix $D$ of $u_n$ at the critical point $(x_0, t_0)$ is degenerate, i.e.,

$$\det\left(\frac{\partial u}{\partial n}\right) = \det\begin{pmatrix} u_{xx} & u_{xy} \\ v_{xx} & v_{xy} \end{pmatrix} = 0, \quad \text{at } x_0 \in \Gamma^0. \quad (3.21)$$

On the other hand, $u_{xy}$ is identically zero on $\Gamma^0$ since $u_x$ is, as shown in (3.18). Hence, (3.21) is the same as

$$\det\left(\frac{\partial u}{\partial n}\right) = \det\begin{pmatrix} u_{xx} & u_{xy} \\ v_{xx} & v_{xy} \end{pmatrix} = u_{xx}v_{xy} = -(v_{xy})^2 = 0, \quad \text{at } x_0 \in \Gamma^0; \quad (3.22)$$

the last step in (3.22) is based on the identity that $u_{xx} \equiv -v_{xy}$, due to the incompressibility of $u = (u, v)$. The only possible solution for (3.22) is given by $v_{xy} = 0$, which implies that

$$\partial_t \omega = \omega_y = -u_{yy} + v_{xy} = v_{xy} = 0, \quad \text{at } x_0 \in \Gamma^0. \quad (3.23)$$

Therefore, we proved that the necessary condition (2.3), $\text{ind}(v^0, x_0) \neq -1/2$ in Assumption (H), is equivalent to the second condition in (3.6).

Step 4. Next we show the equivalence between the second necessary condition (2.4), $v^1(x_0) \neq 0$ in Assumption (H), and the fourth condition in (3.6), $\partial \omega(P^*, T^*)/\partial t \neq 0$. We recall from the Taylor expansion (2.1) that $v^1 = \partial_t v^0$.

The insertion of the evaluation (3.18) gives

$$v^1 = \partial_t (0, \omega) = (0, \frac{\partial \omega}{\partial t}), \quad \text{on } \Gamma^0, \quad (3.24)$$

which leads to the equivalence between (2.4) and the last condition in (3.6).

The first part of Proposition 3.1 is thus proven. The verification of the second part is essentially the same and we omit the details here.

\end{proof}

\section{4. Numerical example of driven-cavity flow}

In this section, we give a numerical verification of the necessary and sufficient criteria for structural bifurcation in 2-D incompressible flow by presenting an example of smoothly started, driven-cavity flow at Reynolds number $Re = 10^5$.

\subsection{4.1. Formulation of the problem}

We consider the flow in a nondimensional square cavity $M = [0, 1] \times [0, 1]$, which is driven by slip velocity with a parabolic profile on the top boundary. The flow is governed by the 2-D incompressible Navier–Stokes equations (3.1). The boundary $\partial M$ in (3.2) is now composed of four sections: the left, right and bottom boundary sections are denoted by $\Gamma_r$ and the top section is denoted by $\Gamma_t$. The following Dirichlet boundary conditions for the velocity field are imposed

$$u = 0, \quad \text{on } \Gamma_t,$$

$$u = u_s = 16x^2(1-x)^2, \quad v = 0, \quad \text{on } \Gamma_t; \quad (4.1)$$

$u_s$ denotes the slip velocity along the top boundary that drives the flow inside the cavity. In other words, no-slip boundary conditions are imposed on $\Gamma_t$ and a purely tangential velocity is prescribed on the top boundary $\Gamma_t$. 


The initial velocity profile is taken as
\[
  u(x, y, 0) = -16x^2(1 - x^2)(2y - 3y^2), \quad v(x, y, 0) = 32(x - 3x^2 + 2x^3)(y^2 - y^3),
\]
so that the flow is started smoothly.

4.1.1. Vorticity formulation

Equations (3.1) can be written in the vorticity–stream function formulation
\[
\begin{align*}
  \partial_t \omega + (u \cdot \nabla) \omega &= v \Delta \omega, \\
  \Delta \psi &= \omega, \\
  u &= -\partial_y \psi, \quad v = \partial_x \psi,
\end{align*}
\]
where \(\omega\) is the vorticity, as in (3.3), and \(\psi\) the stream function. The boundary conditions for velocity can be expressed as boundary conditions for the stream function. The no-penetration boundary condition \(u \cdot n = 0\) is equivalent to \(\partial \psi / \partial n \mid_{\Gamma} = 0\) and thus, without loss of generality, to the homogeneous Dirichlet boundary condition \(\psi \mid_{\Gamma} = 0\). The no-slip boundary condition \(u \cdot \tau = 0\), which is imposed on \(\Gamma_s\), is equivalent to a Neumann boundary condition for the stream function \(\partial \psi / \partial n \mid_{\Gamma} = 0\), while the boundary condition on the top boundary \(\Gamma_t\) can be written as \(\partial \psi / \partial y \mid_{\Gamma} = -u_s = -16x^2(1 - x)^2\). We thus have the following boundary conditions for the stream function:
\[
\begin{align*}
  \psi &= 0, \quad \text{on \(\partial M\)}, \\
  \frac{\partial \psi}{\partial n} \mid_{\Gamma_t} &= 0, \quad \frac{\partial \psi}{\partial y} \mid_{\Gamma} = -u_s = -16x^2(1 - x)^2.
\end{align*}
\]

4.2. Numerical method

The closed system (4.3), (4.4) is solved using the EC4 scheme developed by E and Liu [8] and analyzed by C. Wang and J.-G. Liu [31,32]. A regular grid \(\{x_i = i/N, y_j = j/N, i, j = 0, 1, \ldots, N\}\), with mesh size \(\Delta x = \Delta y = h = 1/N\) is used to cover the computational domain \(M\). Let \(D_x\) and \(D_y\) represent the standard second-order centered-difference approximation to \(\partial_x\) and \(\partial_y\), \(D_x^2\) and \(D_y^2\) be second-order centered-difference approximations to \(\partial_x^2\) and \(\partial_y^2\), and \(\Delta_h = D_x^2 + D_y^2\) the standard five-point Laplacian. The term “compact” in the name of the EC4 scheme refers to the stencil needed to evaluate the derivatives being as small as possible.

4.2.1. Description of EC4 scheme

The starting point of the scheme is the fact that the Laplacian operator \(\Delta\) can be estimated with fourth-order accuracy by
\[
\Delta_4 = \frac{\Delta_h + (h^2/6)D_x^2D_y^2}{1 + (h^2/12)\Delta_h} + O(h^4).
\]
Multiplying the momentum equation by the difference operator \(1 + (h^2/12)\Delta_h\) gives
\[
(1 + \frac{1}{12}h^2\Delta_h)\partial_t \omega + (1 + \frac{1}{12}h^2\Delta_h) \nabla \cdot (u \omega) = v(\Delta_h + \frac{1}{6}h^2D_x^2D_y^2)\omega,
\]
while the same operation applied to the kinematic equation \(\Delta \psi = \omega\) results in
\[
(\Delta_h + \frac{1}{6}h^2D_x^2D_y^2)\psi = (1 + \frac{1}{12}h^2\Delta_h)\omega.
\]

The homogeneous Dirichlet boundary condition \(\psi \mid_{\Gamma} = 0\) can be used to solve the discrete Poisson-like equation (4.7) very efficiently, using a sine transform. The Neumann boundary condition for the stream function can be converted into a boundary condition for the vorticity in solving (4.6); it will be given in detail later.
The nonlinear convection term in (4.6) is estimated as

\[
(1 + \frac{1}{12} h^2 \Delta_h) (u \cdot \nabla \omega) = \tilde{D}_x (1 + \frac{1}{6} h^2 D_h^2)(u \omega) + \tilde{D}_y (1 + \frac{1}{6} h^2 D_h^2)(v \omega) - \frac{1}{12} h^2 \Delta_h (u \tilde{D}_x \omega + v \tilde{D}_y \omega) + O(h^4).
\]  
(4.8)

The first two terms on the right-hand side of (4.8) are compact. Although the third term is not compact, it does not cause any trouble in practical computation: \(u \tilde{D}_x \omega + v \tilde{D}_y \omega\) can be taken as 0 on \(\Gamma_1\) because of the no-slip boundary condition, and the corresponding term on the top boundary \(\Gamma_t\) can be treated in a similar fashion as

\[
(u \tilde{D}_x \omega + v \tilde{D}_y \omega)_{i,N} = u_s \cdot (\tilde{D}_x \omega)_{i,N},
\]  
(4.9)

where \(u_s\) is the slip velocity on \(\Gamma_1\), as given in (4.1).

By introducing an intermediate variable \(\bar{\omega}\)

\[
\bar{\omega} = (1 + \frac{1}{12} h^2 \Delta_h) \omega,
\]  
(4.10)

and combining (4.6)–(4.10), the whole momentum equation can be approximated by

\[
\partial_t \bar{\omega} + \tilde{D}_x (1 + \frac{1}{6} h^2 D_h^2)(u \omega) + \tilde{D}_y (1 + \frac{1}{6} h^2 D_h^2)(v \omega) - \frac{1}{12} h^2 \Delta_h (u \tilde{D}_x \omega + v \tilde{D}_y \omega) = \nu (\Delta_h + \frac{1}{6} h^2 D_h^2 D_h^2) \omega.
\]  
(4.11)

The velocity \(\mathbf{u} = \nabla^T \psi = (-\partial_y \psi, \partial_x \psi)\) can be obtained by the fourth-order approximation to \(\partial_x\) and \(\partial_y\)

\[
\mathbf{u} = -\tilde{D}_y (1 - \frac{1}{6} h^2 D_h^2) \psi, \quad \mathbf{v} = \tilde{D}_x (1 - \frac{1}{6} h^2 D_h^2) \psi,
\]  
(4.12)

which is not compact.

The vorticity \(\omega\) is determined from \(\bar{\omega}\) via (4.10). To solve the Poisson-like equation (4.10) requires a boundary condition for \(\omega\), which is discussed in the following subsection.

4.2.2. Boundary condition for vorticity

The boundary values for the vorticity are very important in order to capture the exact location of its singular point, as well as the critical moment \(T^*\) and the bifurcation point \(P^*\) of Section 3, and thus help illustrate the detailed process of vortex shedding. Physically the vorticity boundary condition enforces the no-slip boundary condition for the velocity. More precisely, one converts the Neumann boundary condition for the stream function into \(\omega |_{\Gamma} \) by the kinematic relation \(\Delta \psi = \omega\). On the right boundary section where \(x = 1, i = N\), either Briley’s formula [2,8]

\[
\omega_{N,j} = \frac{1}{18h^2} (108 \psi_{N-1,j} - 27 \psi_{N-2,j} + 4 \psi_{N-3,j}),
\]  
(4.13)

or a new fourth-order formula for the vorticity [32],

\[
\omega_{N,j} = \frac{1}{h^2} \left(8 \psi_{N-1,j} - 3 \psi_{N-2,j} + \frac{8}{5} \psi_{N-3,j} - \frac{1}{5} \psi_{N-4,j}\right),
\]  
(4.14)

can be applied to solve (4.10).

Both Briley’s formula (4.13) and the new formula (4.14) are derived by combining the Dirichlet boundary condition \(\psi |_{x=1} = 0\) and the Neumann boundary condition \(\partial \psi / \partial x |_{x=1} = 0\) for the stream function. It was proven in [31,32] that the above one-sided vorticity boundary conditions are consistent with the centered differences applied at interior points. In addition, both formulas preserve stability and result in fourth-order accuracy for the 2-D Navier–Stokes equations. For computational convenience, we use Briley’s formula in the calculation. On the top boundary,
where the slip velocity \( u_s \) given in (4.1) drives the flow in the cavity, the corresponding Briley’s formula turns out to be [2,31,32]:

\[
\omega_{i,N} = \frac{1}{18h^2} (108\psi_{i,N-1} - 27\psi_{i,N-2} + 4\psi_{i,N-3}) - \frac{11}{3h} u_s(x_i).
\] (4.15)

The stability analysis of the final scheme and the relevant convergence theorems guarantee the accuracy of the profiles reported in this section.

4.2.3. Temporal discretization

To solve the time-dependent system of spatially discretized equations obtained by the above finite-difference method, we use a fourth-order Runge–Kutta method in time. It was argued in [7] that the stability concern associated with the cell Reynolds number constraint can be avoided in higher-order Runge-Kutta methods. One advantage of the EC4 scheme is that at each time step or, more precisely, at each stage in Runge-Kutta time stepping, only two Poisson solvers, (4.7) and (4.10), are required to achieve fourth-order accuracy. In addition, the vorticity boundary condition is explicitly enforced.

The combination of these features makes the whole scheme quite efficient, accurate and robust. All the figures in Section 4.3 below are plotted at \( N = 1536 \), where the numerical results have clearly stabilized.

4.3. Structural bifurcation

The velocity \( u_s \) along \( \Gamma_t \) drives the flow clockwise in the cavity. We call this clockwise rotation the basic circulation. As a result of this circulation, the flow moves downward near the mid-portion of the right boundary. We concentrate on this area, which is away from the corners, to illustrate the flow’s behavior with respect to the issue of structural bifurcation caused by boundary-layer separation. In other words, the recirculation areas near the corners are not taken into consideration, since they are caused by corner singularity rather than by boundary-layer separation. The contour plot of the stream function at time \( t = 1 \) in Fig. 2 shows the structure of the basic circulation.

Near the mid-portion of the right boundary, the tangential velocity \( v \) is negative, as a result of the basic circulation. The combination of the no-slip boundary condition and the basic circulation results in the presence of a thin boundary layer, due to the sharp, initially monotone transition of the velocity from zero tangential velocity on the boundary to a negative value of \( v \) in the interior. The width of this layer is proportional to \( O(Re^{-1/2}) \) [13,24]. Accordingly, the vorticity \( \omega = -\partial_y u + \partial_x v \) is positive in the boundary layer, at least initially. The vorticity near and on the right boundary at \( t = 1 \) is plotted in Fig. 3.

As shown in Fig. 3(b), the vorticity has positive values along much of the right boundary, say, from 0.5 to 0.9 in \( y \). The negative vorticity along the top and bottom portions comes from the recirculation in the two corner areas, which is not considered here. The two singular points for the vorticity on the right boundary, at \( y_1 = 0.4365, y_2 = 0.9531 \), are non-degenerate, i.e, the tangential derivative \( \partial \omega / \partial y \) is nonzero. Thus the criterion given in Section 2 indicates that the flow structure stays stable for the moment and no transition in the flow’s topological structure is going to occur. Moreover, the zoom plot in Fig. 3(a) tells us that the whole vorticity field remains positive near the mid-portion of the right boundary at \( t = 1 \). Thus, only shear flow is present in the boundary layer before the separation, in this region.

Classical boundary-layer theory is covered in [4,13,24,29]. Aside from the references already given at the beginning of Section 1, the mathematical analysis of the Prandtl equation is reviewed in [5]. Global weak solutions for the Prandtl equation were shown to exist by Zhang and Xin in [35]. The blow-up of the Prandtl equation, as established by E and Engquist in [6], bears no relationship to boundary-layer separation, as far as we can tell, since the assumptions under which the Prandtl equation is derived cease to be valid when separation occurs. A detailed numerical study of the zero-viscosity limit for the flow past a cylinder, including boundary-layer separation, appears in [15].
Fig. 2. Contour plot of the stream function at time $t = 1$: (a) over the whole square cavity $[0, 1]^2$; (b) zoom plot in the region $[7/8, 1] \times [3/8, 3/4]$ near the mid-portion of the right boundary.

Fig. 3. Vorticity plot at time $t = 1$: (a) zoomed contour plot in the region $[31/32, 1] \times [9/16, 11/16]$; (b) vorticity profile along the right boundary $x = 1$. 
As mentioned before, the main objective in this article is to study the structural transition of the flow in the boundary layer, analytically and numerically. The structural transition criteria discussed in Section 2 do apply to the right boundary, since a no-slip boundary condition is imposed there. Our numerical simulation shows that the vorticity along the mid-portion of the right boundary remains positive for quite a while after the initial time $t = 0$. During this time interval, the boundary-layer structure is regular and its regularity persists until boundary-layer separation occurs. This numerical evidence suggests that boundary-layer separation occurs before the blow-up predicted in [6].

4.3.1. The first structural bifurcation

At time $t = 1.5$, Fig. 4 presents stream function plots and Fig. 5 shows the vorticity field near the right boundary, and its profile along the boundary. The differences in the flow structure between $t = 1$ and $t = 1.5$ can be clearly seen by comparing Figs. 2 and 3, on the one hand, and Figs. 4 and 5, on the other.

At $t = 1$, Fig. 2(b) shows that there is no recirculation near the mid-portion of the right boundary. Accordingly, Fig. 3(b) indicates that the vorticity profile along the right boundary is positive in the mid portion: no degenerate singular point for the vorticity forms and the flow structure is stable at this time. At time $t = 1.5$, recirculation is obviously apparent in the zoom contour plot of Fig. 4(b). Fig. 5(b) shows that there are two nondegenerate singular points for vorticity $(Y_1^0 = 0.4590, Y_2^0 = 0.5370)$ on the right boundary near its middle. Moreover, a 2-D area with negative vorticity is illustrated in Fig. 5(a), whose boundary is composed of the boundary section between $(1, Y_1^0)$ and $(1, Y_2^0)$ on $\Gamma_r$ and a smooth curve inside the interior of the cavity that connects the two singular points.

We conclude that a structural transition occurs between $t = 1$ and $t = 1.5$. Detailed inspection of the numerical results shows that the first singular point for vorticity on the right boundary appears at $T^*_1 = 1.0788$ and $Y^*_1 = 0.6107$. The vorticity profile along the boundary at that moment is plotted in Fig. 6(a), where the degenerate singular point appears at $y = Y^*_1$; the time history of the vorticity at the boundary point $(1, Y^*_1)$ is given in Fig. 6(b).

By Theorem 2.8, the velocity vector field is structurally unstable at that moment. It is clear from Fig. 6 that the vorticity reaches zero at $(1, Y^*_1; T^*_1)$ as a local minimum in space and decreases in time, i.e., $\omega(1, Y_1^*; T^*_1) = 0$, $\omega(1, Y_1^*; T^*_1) < 0$.
\[ \partial \omega(1, Y^*_1; T^*_1)/\partial y = 0, \quad \partial^2 \omega(1, Y^*_1; T^*_1)/\partial^2 y > 0, \quad \partial \omega(1, Y^*_1; T^*_1)/\partial t < 0, \] so that the condition (3.5) is satisfied. This condition is equivalent to Assumption (H) for structural transition, by Proposition 3.1, given \( k = 2 \) in the technical condition (2.5). The detailed bifurcation process is outlined in the proof of Theorem 2.8, with respect to the local structure of the velocity field in a neighborhood which contains the boundary point \( P^*_1 = (1, Y^*_1) \) [11]; see also Fig. 1 here.

When \( t < T^*_1 \), there is no singular point for vorticity in the mid-portion of the right boundary, and the local structure of the stream function near that boundary section is equivalent to Fig. 1(a), as seen in Fig. 2(b) at \( t = 1 \).

When \( t = T^*_1 \), there is one degenerate singular point for vorticity, which is a local minimum on \( \Gamma_r \) and decreases in time, as shown in Fig. 6(a) and (b). The local structure of the stream function near the mid-portion of the right boundary is now equivalent to Fig. 1(b).

When \( t > T^*_1 \), there are two isolated singular points for vorticity on \( \Gamma_r \), and their orbits are connected. For example, at \( t = 1.5 \), it appears in Fig. 5(b) that the locations of the two isolated singular points are \( Y^0_1 = 0.4590 \), \( Y^0_2 = 0.537 \). The zoom plot in Fig. 4(b) shows that the local structure of the stream function near those two points is equivalent to Fig. 1(c). The zoom plot of the tangential velocity \( v \) in Fig. 7 shows that the near-boundary flow is really reversed between \( Y^0_1 \) and \( Y^0_2 \).

Theorems 2.8 and 3.2 assure the occurrence of structural transition of the flow at the time \( t = T^*_1 \). The phenomenon of boundary-layer separation is a physical explanation of such bifurcation in the case of 2-D viscous incompressible flows. Furthermore, it is shown in Fig. 8 that \( \omega \) stays positive in a small 2-D neighborhood of the bifurcation point \( (1, Y^*_1) \) and it has a negative normal derivative at that point. Consequently, the pressure pushes the flow upward, i.e., opposite to the direction of the basic circulation. This numerical result matches our argument in Section 3 and the effects on the flow at a somewhat later time can also be seen in the velocity plot of Fig. 7.
Fig. 6. Vorticity behavior on the boundary. (a) The vorticity profile along the boundary at $t = T^*_1 = 1.0788$; and (b) the evolution of the vorticity at the first bifurcation point $P^*_1 = (1, Y^*_1), Y^*_1 = 0.6107$.

In addition, we conclude from the equality (3.16) in Remark 3.2 that the normal derivative of the pressure vanishes at the first bifurcation point $(1, Y^*_1)$ and the first bifurcation time $t = T^*_1$; indeed, the vorticity field stays sufficiently smooth near the right boundary, as seen in Figs. 6(a) and 7(a). As a result, the normal gradient of the pressure remains small near the bifurcation point $(1, Y^*_1)$, and thus, for some time after the first bifurcation, the main effect

Fig. 7. Zoom plot of the vertical velocity near the right boundary at $t = 1.5$. Solid lines for downward velocity, dotted lines for upward velocity.
of the pressure force nearby is to accelerate the fluid in the direction opposite to the basic circulation. For a certain
time, the boundary layer is still confined to a thin layer near the wall.

4.3.2. Second bifurcation
As time goes on, the recirculation vortex expands and moves downward along the right boundary, i.e., in the
same direction as the basic circulation. This can be seen in Fig. 9, which gives the stream function field at \( t = 1.75 \).

As this first recirculation vortex is swept along the wall by the basic circulation, the process of flow reversal near
the wall, as described in Section 4.3.1, is repeated, including the details of the transition in the flow pattern. Fig. 10
presents the stream function plots when \( t = 2 \), after the second bifurcation time.

The difference in flow structure between \( t = 1.75 \) and \( t = 2 \) can be verified by the evolution of the vortic-
ity profile along the right boundary, plotted in Fig. 11. Our numerical results indicate that the second critical
time is \( T_2^* = 1.8086 \), and the position of the singular point for the vorticity at that time is \( Y_2^* = 0.5182 \); see
Fig. 12.

Similar to the first bifurcation, the zoom plot for the vorticity near the second bifurcation point at \( t = T_2^* \), as
presented in Fig. 13(a), shows that the vorticity field stays positive in a small 2-D neighborhood of the structural
bifurcation point \( P_2^* = (1, Y_2^*) \). In fact, the shear flow structure is still preserved in a narrow strip at that moment. A
narrow upward jet runs parallel to the right wall but stays in the interior, away from the boundary layer at the critical
moment. Consequently, a negative normal derivative for the vorticity at the point \( P_2^* \) can be seen in Fig. 13(b). This
validates, once more, the upward push of the pressure near a structural bifurcation point.

As pointed out in Remark 3.2, the first equality in (3.16) states that there is no normal pressure force at the
bifurcation point. This statement is true for the first bifurcation time, but not the second bifurcation time. The
vorticity profile has a cusp at the critical point \( (1, Y_2^*) \), rather than a smooth minimum; see Fig. 12(a). In addition,
the tangential derivative of the vorticity along the right wall, \( x = 1 \), changes sign across \( y = Y_2^* \); this indicates
that a pair of vortices with opposite signs forms at the same time. Such a vortex pair formation is common during boundary-layer separation. Another peak in the vorticity profile along the wall appears near the critical point, as shown in Fig. 12(a). The large tangential derivative of the vorticity along the boundary is associated with a strong normal pressure gradient, which pushes the vortex formed at $t = T^*_1$ to shed.
The second bifurcation time appears thus to be a crucial moment for boundary-layer separation of incompressible flow, as it marks the critical moment for the onset of vortex shedding. After this moment, the vorticity starts to roll up, as can be clearly seen in Fig. 14(a)–(c).

Meanwhile, the “first” vortex detached from the wall moves deeper into the cavity, due to the interaction between the boundary layer and the flow in the interior. From this point on, the evolution of the first detached eddy depends more and more on its interaction with the interior flow.

Fig. 12. Vorticity behavior on the boundary: (a) vorticity profile along the boundary at the second critical time $t = T^*_2 = 1.8086$; and (b) the evolution of the vorticity at the second bifurcation point $P^*_2 = (1, Y^*_2)$, $Y^*_2 = 0.5182$. 
Fig. 13. Vorticity plot at the second critical time $t = T_2^*$: (a) zoom plot in the region $[63/64, 1] \times [1/2, 17/32]$; and (b) vorticity along the horizontal cut $y = Y_2^* = 0.5182$.

Fig. 14. Zoom plots of vorticity near the right wall at: (a) $t = 1.75$; (b) $t = T_2^* = 1.8086$; and (c) $t = 2$. 
4.3.3. Multiple eddies and interactions with the interior flow

Throughout the time history of the vorticity profile along the right boundary, degenerate singular points appear again and again. Thus more and more vortices form along the boundary, detach from it, and move into the interior afterward. The process of structural transition and formation of a recirculation zone each time is the same.

Another interesting phenomenon is the structural bifurcation caused by an eddy that moves into the interior region. By the singularity classification theory for interior points (see [10,19], recapitulated here as Theorem 2.6), a bifurcation in the interior is likely to happen if a degenerate singular point of the velocity vector field appears there. This issue will be addressed in detail in a future article. A sequence of such topological transitions is illustrated in the sequence of zoom plots of the stream function near the right wall at the later times $t = 2, 2.375, 2.75, 3, 3.5,$ and $4$ in Fig. 15(a)–(f).

Fig. 15. Zoom plots of the stream function field near the right wall of the cavity at a sequence of times after the second bifurcation: (a) $t = 2.0$; (b) 2.375; (c) 2.75; (d) 3.0; (e) 3.5; and (f) 4.0.
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