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In this article, we study a new second-order energy stable
Backward Differentiation Formula (BDF) finite difference
scheme for the epitaxial thin film equation with slope selec-
tion (SS). One major challenge for higher-order-in-time
temporal discretizations is how to ensure an unconditional
energy stability without compromising numerical efficiency
or accuracy. We propose a framework for designing a
second-order numerical scheme with unconditional energy
stability using the BDF method with constant coefficient sta-
bilizing terms. Based on the unconditional energy stability
property that we establish, we derive an £*°(0, T;Hﬁ) sta-
bility for the numerical solution and provide an optimal
convergence analysis. To deal with the highly nonlinear
four-Laplacian term at each time step, we apply efficient
preconditioned steepest descent and preconditioned nonlin-
ear conjugate gradient algorithms to solve the corresponding
nonlinear system. Various numerical simulations are pre-
sented to demonstrate the stability and efficiency of the
proposed schemes and solvers. Comparisons with other

second-order schemes are presented.
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1 | INTRODUCTION

In this article, we will devise and analyze a numerical scheme for the epitaxial thin film model with
slope selection, or, for short, just the slope selection (SS) equation. This equation is the gradient flow
with respect to the energy

1 2
F[4] :=/ (Z(|V¢|2—1)2+%(A¢)2) dx, (1.1)
Q

where © = (0,L,) x (0,L,), ¢ : 2 — Ris the height of the thin film and € is a constant that represents
the width of the rounded corners on the otherwise faceted crystalline thin films. As is common, and
natural, we will assume that ¢ is Q-periodic. The corresponding chemical potential is defined to be the
variational derivative of the energy (1.1), that is,

W= 8sF = =V - (IVO[*Vd) + Ad + e*A%. (1.2)
The SS equation is the L? gradient flow associated with the energy (1.1):
o =—n=V-(VOI'V) — Ap —£?A%. (1.3)

Models similar to this were studied by Aviles and Giga as a special case of smectic liquid crystals in
[1]. The limiting energy (as ¢ — 0) and the singularities of V¢ were analyzed therein. As then it has
attracted considerable attention in several related fields. In [2], this SS energy functional was used to
describe those patterns and shapes formed in buckling-driven thin film blisters. In [3], Gioia and Ortiz
reviewed the experimental observations of blister morphologies and the models on delamination of
compressed thin films. In [4], this functional was viewed as a singular perturbation problem to study the
limiting energy. In [5], the similarity between this model and the magnetization energy was observed
and used to study the asymptotic limit of a family of functionals related to micro-magnetism theory.

In the thin film context, the energy of the SS equation can be considered as two distinct parts. The
first part is

1
Fasl] := / S0 = 1)ax, (1.4)
Q

which describes, in some coarse-grained sense, the Ehrlich-Schwoebel effect—-the phenomenon where
atoms tend to move from a lower terrace to an upper terrace in the growth of atomic steps, promoting
surface instability. Mathematically, the term Fgg gives the energetic preference for epitaxial films with
slope satisfying |[V¢| = 1, as this represents the minima of Fgs. The second part,

2
Feolo] = / TR (15)
Q

represents surface diffusion, which promotes rounded corners in the film. A smaller value of € corre-
sponds to a sharper, less rounded corner. There are some interesting physical predictions coming from
the SS model; for instance, the surface roughness is predicted to grow approximately at a rate propor-
tional to #!/3; and the energy decays at a rate approximately proportional to t~'/3 [6]. The saturation
time scale (for periodic domains) is expected to be on the order of =2 [7]. Energy stable schemes with
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higher order temporal accuracy have always been highly desirable because these processes are realized
only in the sense of very large times.

There have been several works focused on second-order-in-time schemes for the SS equation
in recent years. In [8], the authors proposed a hybrid scheme, one which combined a second-order
backward differentiation for the time derivative term and a second-order extrapolation for the explicit
treatment of the nonlinear term. A linear stabilization parameter A has to be sufficiently large to
guarantee the energy dissipation law for this scheme. A theoretical justification of the lower bound for
A has been derived for the first order scheme in [9] for related gradient flow models. Such an analysis
for a similar second-order-in-time scheme for the Cahn-Hilliard equation has been provided in [10].
The extension of such an analysis to the SS equation is expected to be available, with the lower bound
of A singularly dependent on £~!. As an alternate approach, a second-order-in-time operator splitting
scheme was proposed for the SS equation in [11], in which the nonlinear part is solved using the fourth-
order central difference approximation combined with the third-order explicit Runge-Kutta method.
The corresponding convergence analysis was provided in [12]. Similar operator splitting ideas can also
be found in a recent work [13]. Some other second-order-in-time numerical approaches were reported
in recent years, such as a linearized finite difference scheme in [14], an adaptive time-stepping strategy
with Crank-Nicolson (CN) formulas in [15], the BDF and the CN formulas with invariant energy
quadratization (IEQ) strategy proposed in [16]. However, IEQ methods often suffer from spurious
oscillations in the numerical solutions, unless small time step sizes are used, due to the introduction
of an intermediate variable that has only weak stability control [17]. This may be expected for other
linearized auxiliary variable methods as well [17].

It is expected that significantly more spatiotemporal accuracy is achieved by keeping as much of
the PDE operator implicit as possible, even if the difficult terms are nonlinear or nonpositive [18].
Furthermore, it is observed that long-time energy stability could not be theoretically justified for many
of these numerical works, due to the explicit treatment for the nonlinear terms. In the existing literature,
the only second-order-in-time numerical algorithm for the SS equation (1.3) with a long time energy
stability could be found in [19], in which modified Crank-Nicolson approximations are used for the
nonlinear four-Laplacian term and the surface diffusion term, while an explicit extrapolation formula
is applied to the concave diffusion term, respectively. As a result, an unconditional energy stability is
derived via a careful energy estimate. Conversely, due to the complicated form of the nonlinear term
involved with the CN approximation, constructing efficient solvers for the scheme remains a challenge.

Any numerical scheme that treats the nonlinear terms implicitly—for the purposes of accuracy
or stability, or both—requires one to solve a regularized four-Laplacian-type equation, where the
highest-order term is a linear biharmonic operator. Consequently, an efficient solver for a regularized
p-Laplacian equation has always been highly desirable. In a recent work [20], a preconditioned steepest
descent (PSD) algorithm was proposed for such problems. At each iteration stage, only a purely linear
elliptic equation needs to be solved to obtain a search direction, and the numerical efficiency for such an
elliptic equation could be greatly improved with the use of FFT-based solvers. In turn, an optimization
in the given search direction becomes one-dimensional, with its well-posedness assured by convexity
arguments. Moreover, a geometric convergence of such an iteration could be theoretically derived, so
that a great improvement of the numerical efficiency is justified, in comparison with an application of
the Polak-Ribiére variant of NCG (nonlinear conjugate gradient) method [21], reported in [19, 22].

The PSD algorithm has been very efficiently applied to the first order energy stable scheme for
the SS equation, as reported in [20]. However, its application to the CN version of the second-order
energy stable scheme—what we will call the CN-ES scheme, proposed in [19]—faces some theoretical
questions. These difficulties come from a subtle fact that the approximation to the four-Laplacian term
in the CN-ES does not correspond to a convex energy functional. In this article, we propose a second
order BDF scheme for the SS Equation 1.3, so that the unique solvability, energy stability could
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be theoretically derived, and the PSD solver could be efficiently applied. In more details, an alternate
second order energy stable scheme is proposed, based on the second-order BDF temporal approximation
framework. The second-order BDF scheme treats and approximates every term at the time step #**!
(instead of the time instant t**!/2): a second-order BDF three-point stencil is applied in the temporal
derivative approximation, the nonlinear term and the surface diffusion terms are updated implicitly for
their strong convexities, and a second-order accurate, explicit extrapolation formula is applied in the

approximation of the concave diffusion term. Such a structure makes the numerical scheme uniquely
solvable. In addition, to ensure the energy stability of the numerical scheme, we need to add a second
order Douglas-Dupont regularization, in the form of —AtA(¢**! — ¢*). We prove that under a mild
requirement A > 11—6

In fact, the second-order accurate, energy stable BDF scheme for the Cahn-Hilliard model was
analyzed in a recent article [23] with similar ideas. In particular, the nonlinear solver required for the
BDF scheme is reported to require 20 to 25% less computational effort than that for the Crank-Nicolson

version, due to the simpler form and stronger convexity properties of the nonlinear term. For the SS

rigorous energy stability is guaranteed.

equation (1.3), a much greater improvement (in terms of numerical efficiency) is expected for the
BDF approach, due to the more complicated form of the four-Laplacian term. This is observed in
our testing. Based on the unconditional energy stability, we derive an £*°(0, T; Hlfer) stability for the
numerical solution. In turn, with the help of Sobolev embedding from H_, into W', we prove the
convergence of the proposed scheme.

The remainder of the article is organized as follows. In Section 2, we present the discrete spatial
difference operators, function space, inner products and norms, define the proposed second-order-in-
time fully discrete finite difference scheme and prove that the scheme is unconditionally stable and
uniquely solvable, provide that the stabilized parameter A > 1/16. In Section 3, we provide a rigorous
convergence analysis and error estimate for the proposed scheme. The preconditioned steepest descent
solver and preconditioned nonlinear conjugate gradient solver is outlined in Sections 4.1 and 4.2,
respectively. Finally, numerical experiments are presented Section 5, and some concluding remarks
are given in Section 6.

2 | THE FULLY DISCRETE SCHEME WITH FINITE
DIFFERENCE SPATIAL DISCRETIZATION IN 2D

2.1 | Notation

In this section, we define the discrete spatial difference operators, function spaces, inner products and
norms, following the notation used in [7, 19, 20, 22, 24, 25]. Let Q@ = (0,L,) x (0,L,), where, for
simplicity of presentation, we assume L, = L, =: L > 0. We write L = m - h, where m is a positive
integer. The parameter 1 = % is called the mesh or grid spacing. We define the following two uniforms,
infinite grids with grid spacing & > 0:

E = {xi+%|i€Z}, C:={x|ieZ},
where x; = x(i) := (i — %) - h. Consider the following 2D discrete periodic function spaces:

Vier 1= {\) EXE—R| Visdird = Vielpamge Vi,j,o,p € Z},

Cper = {\) :CxC—R | Vij = Vitamj+p-ms Viaj’ OL,B € Z} B

ew ,__ . J—
5per._{\).E><C—>]R|\)i+%J_\)

Vi,j,(x,BeZ},

i+%+a-mJ+ﬁ-m’
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ns . . — 77
& _{\).CxE—>R|\>iJ+%_\J[Mm#%w‘m,Vl,],a,BeZ}.

per *

The functions of V., are called vertex centered functions; those of Cy., are called cell centered functions.
The functions of £ are called east-west edge-centered functions, and the functions of £ are called

per
north-south edge-centered functions. We also define the mean zero space

2 m
_2 E \)UZ

ij=1

o

Coer := 1V € Cper

We now introduce the important average and difference operators on the spaces:

(Vo +vio) . Deviig = 7 (Vo — Vo).

S = =

(\)D i+1 + Vg 1) 5 Dy\)[]’,'_*_l = (\)D,H—l - \)D,i) 5
2

with Ay, D, @ Cper — 85“’ if OJ is an integer, and A,, D, : SI‘,‘; — Ve if [ is a half-integer, with
Ay, Dy : Cpor — & if Uis an integer, and Ay, D, 1 5 — Ve if U is a half-integer. Likewise,

per

1 1

axVio = 5 (‘)i+%,m + \)i—%,lil) » dywip = n (‘)i+%,m - ‘L%,D) )
1 1

ayvo, = 2 (‘)D/+ + Vo,-1 ) dyvo, = A (\)D,j+ —Vg,-1 2)

with a,, d, 8;:; — Cper if O is an integer, and ay, d, : Viyer — Eg:r if (J is a half-integer; and with

ay,dy 1 Ex = Cper if U s an integer, and ay, dy : Vier — &3 if [ is a half-integer.

Also define the 2D center-to-vertex derivatives D,,®, : Cper = Vper cCOMponent-wise as

DX\)H%,H»% =Ay(Dyv), 1 il =D,A \))l+%J+%

1
= (\)z+14+1 Vijt1 + Vig — \)i,/)

= A (DyW),, 1.1 = Dy(Av)

1
7 (

wWirdj+l i+di+d i+l

Vit i+l = Vigrj T Vije1 — \)i,/) .

The utility of these definitions is that the differences ©, and ©, are collocated on the grid, unlike
Dy, D,. We denote the 2D vertex-to-center derivatives 0., 0, : Vper — Cper cCOMponent-wise as

0Vij 1= @y (dov);; = di(ayv);

1
= 5 (Vedar = Voo # gy =gy )
[RUTRES ax(dy\))iJ = d,(a,v),;
1
= o Wik T Viedi-d T4l VL)

In turn, the discrete gradient operator, V)': Cper = Vper X Vier, is defined as

A% o —
Vh“i+%¢'+% = (9 Viglj+lo %Y ‘)z+%‘/‘+%>'
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The standard 2D discrete Laplacian, Aj, : Cper = Chper, is given by

1
Apvij = d(Dyv);; + dy(Dy\)),‘J' = 7 (\)i+lj + Vic1y + Vi + Vijo1 — 4\)1‘,;) .

The 2D vertex-to-center average, A : Vyer — Cper, is defined to be

A\)ij =

(\)i+1,j + Vim1j + Vi + \)ijfl) .

I

The 2D skew Laplacian, A} : Cper = Cper, is defined as

Apvi; = 0.(Dyv);; + D,V(@Y\))i‘j

1

=5 (\)i+l,j+1 F Vierj+1 F Vo1 + Vieyion — 4\)1',;) .

For p > 2, the 2D discrete p-Laplacian operator is defined as

= 0(r0w); + 0,10 Y),

)

v VP2V
Vi (1900 vi)
with
p=2
o 2 2 )
Tipdj+d = I:(@XM)H—%,H% + (QYM)H%‘H%:I ‘

Clearly, for p=2, A}v = V) - (|V}v[">V}v).
Now, we are ready to introduce the following grid inner products:

(v,8), 1= n Z\)i,illii,i’ v, & € Cper,

ij=1

(v, 8) :== (-A(\)E)» 1)27 v, § € Vper,
[v, €]y := (A (VvE), 1),, Vv,E€ E;e“;,
[\)’ éé]ns = (Ay(\)g)s 1)27 \)92 € 5;esr'

We now define the following norms for cell-centered functions. If v € Cp, then ||\)||§ = (v, V),;
||\>||$ = (", 1), (1 < p < 00),and |||y, := max;;j<u|v;;|. Similarly, we define the gradient norms:

for v € Cper,
IVIIZ = (VIO 1), [V = (@) + (@,0)°)
and
[Vivll5 := [Dyv, DyVley + [Dyv, Dyv] .
The discrete || - || i and | - || »2 NOrMS on periodic boundary domain defined as
1615 = 1912 + IVas I3,

1012, == Dl + 1 A,0]3.
Hj, H,,

)4
= [V/v- V]2 € Vper, 2 <p <00,

@2.1)

2.2)
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Lemma 2.1 Forany ¢ € Cper, we have

IVaoll5 = IV ol5- (2.3)

Proof By the definition of ©,¢, we get

1
©x¢i+%’]‘+% = E ((Dxd))lq_%’i + (Dxd))i_*_%’/q_l) s (24)

which in turn implies that

m—1 5 m—1 5
19013 =12 Y (Dudyyyg) =Y (Detyy,) s @5)
ij=0 ij=0
that is
19:bll2 < 1Dl 2.6)

Likewise, we can also obtain ||D,$[l, < [[Dy|l,. These two inequalities lead to the
desired estimate; the proof of Lemma. 2.1 is complete. .

The following preliminary estimates are needed in the convergence analysis presented in later
sections; the detailed proof is left to Appendix A.

Proposition 2.2 For any ¢ € Cpe, with & =0, we have

120153 = Cilloll7 @.7)
h

19l < Clldll 2. 2.8)

19116 = lldlls + 1 Vidlls < Clldllz, 2.9)

with C and C, only dependent on Q.

2.2 | The fully discrete scheme

Let M € Z*, and set s := T /M, where T is the final time. We define the mass-conservative grid
projection operator P,: C° () — Cper Via

per

[PhV]i,j =v(E. &) + a,

where o, is chosen so that

/ v(x)dx = (1, Pyv),.
Q
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We denote by ¢, the exact solution to the SS equation (1.3) and take ®¢ = P,¢,(-, ;). With the
machinery in last subsection, our second-order-in-time BDF (BDF2-ES) type scheme can be formulated
as follows: for k > 1, given ¢* ', ¢* € Cper, find ¢**! € Cpe; such that

3¢k+1 _ 4¢k + q)k—l

25 = Vi (Vie PVt — Aot — ¢t

— AsAL (M — o) — AR, (2.10)

where ¢° := ®°, ¢! := &' and A is the constant stability coefficient. The SS equation (1.3) is mass
conservative, and it is easy see that the numerical Scheme 2.10 is mass conservative at a discrete level.
For simplicity of presentation, we assume that @ = E = 0, so that & = 0, for any k > 2, where, for
spatially discrete functions, ¢ := m% Z?;:l bije

We now introduce a discrete energy that is consistent with the continuous space energy (1.1) as
h — 0. In particular, the discrete energy Fj, : Cpr — R is defined as:

1 1 1
Filo] = ZIIV,chIIi - znvz(bni + Eszumné. (2.11)

Remark 2.3 We note that || V),’d>||p = 0 does not imply that ¢ is a constant. (A checker-
board function has norm zero). This defect of the skew stencil is not a concern in the
present context as the highest order norm in the energy uses a standard stencil.

We also define a modified numerical energy Fy - Coer — Rvia

- 1 1
Fylo, 07 = Fi(@) + -llo — V5 + V(@ — W3- (2.12)
It is clear that
Fil@', @' — Fl. (],

as h,s — 0, for a sufficiently regular spatially ©2-periodic solution ¢,. Although we cannot guarantee
that the energy F, is nonincreasing in time, we are able to prove the dissipation of auxiliary energy
F,. The unique solvability and the unconditional energy stability of Scheme 2.10 is assured by the
following theorem.

Theorem 2.4 Suppose that the exact solution ¢, is periodic, mean-zero, and sufficiently
regular, and ¢°, ' € C,,, is obtained via mass-conservative projection, as defined above.
Given any (¢*~', %) € Cp,, there is a unique solution ¢**' € C,,, to the Scheme 2.10.
The Scheme 2.10, with starting values $° and &', is unconditionally energy stable, that
is, for any s > 0 and h> 0, and any positive integer 2 < k < M — 1, The numerical
Scheme 2.10 has the following energy-decay property:

Fu(@* ™, 9% < Fu@, ¢ < -+ < Fu(9',9°) < G, (2.13)

forall A > %6, where Cy > is a constant independent of s, h, and T.
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Proof The unique solvability follows from a convexity argument, and we omit it for the
sake of brevity. For the energy stability, taking an inner product with (2.10) by ¢**! — ¢*
yields

0 <3¢k+1 _ 4¢k + (I)k—l ,¢k+l B q)k)

2s
— (Vi (Vo PV, o — ) 4+ (A7 200 — o7, ¢ — ¢
+AS(AZ(¢/<+1 _ ¢k),¢k+1 _ q) )+ Sz(Ah¢k+l,¢k+l _ ¢k)
= 11+12+I3+I4 +I5 (214)

We now establish the estimates for Iy, - - - ,I5. The temporal difference term could be
evaluated as follows

3¢k+1 _4¢k+¢kil k+1 k 1 /5 k+1 k2 1 k k—1)2
( o , 0 —¢)2;<le¢ -¢ IIZ—ZIId) -¢ ||2>- (2.15)

For the four-Laplacian term, we have

(_V]\; . (|v;\ll¢k+l|2vl\1/¢k+l),¢k+l _ ) VV k+1| VV k+1 vV(¢k+1 (I)k))

-lkl—‘"

(190" I3 = 1V 115) - (2.16)
For the concave diffusive term, the following estimate is valid
(AZ(2¢k _ ¢k*])’¢k+] _ (I)k) — _ (V)ll(zq)k _ ¢k71),vz(¢k+l _ d)k))
= (Vio5 V@ = 09) — (V@' — o). V(9" — ¢)

1 1 1
—§||V,¥¢"+' I3+ Envm"u% + EIIV,Y(¢"“ — 915 = (Vi@ = "D, vy (" — "))

1 1
= =5 (IVie" 12 = 1V 112) = SIV3 @ — 6 DI3
1 1
= =5 (IVie™ 15 = 1V3"112) — S1Vi@" = 6" DI, (2.17)

where the last step applied the Lemma 2.1.
For the surface diffusion term, we have

(AFOH, O — ¢F) = (A0, AL (O — ¢9) = (||A O = 1AL 13) - (2.18)

\S) |

Similarly, the following identity is valid for the stabilizing term:

s (A = 05, ¢ = ¢4) = sl1AL O = dYI5. (2.19)

Meanwhile, an application of Cauchy inequality indicates the following estimate:

1
;IM)"+1 — M3 + Asl| AR = 9113 = 2412V, (" — NI (2.20)
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Therefore, a combination of (2.15-2.17) and (2.20) yields

1
Fiu(0") — Fi(¢") + P (I = o 15 = llo* — &*"113)

+ 5 (VA @ = 0I5 = V(" — & HI13)

| =

IA

(—214'/2 + %) VA" = oMI3 < 0, (2.21)

1
16

provided that A > L. Then the proof follows from the definition of the F), in (2.12). =

Remark 2.5 There is another epitaxial thin film growth model, namely, the no-slope-
selection (NSS) equation that has attracted some attention over the years. Consider the
following energy functional:

1 &
E[¢] := / (—5 In(1 + |[V[») + E(Acb)z) dx. (2.22)
Q
The NSS dynamical equation is the L? gradient flow with respect to this energy:

b =— =38 E—V~<l)+£2A2¢ (2.23)
Q= —W, W= 0oL = 1+|V(b|2 . .

Some previous works have described and analyzed second-order accurate energy sta-
ble numerical schemes for the NSS equation (2.23). In particular, it has been demonstrated
in two recent works [26, 27] that, as the nonlinear term has automatically L*°-bounded
higher order derivatives in this model, either a linear scheme or a linear iteration algorithm
could be efficiently designed for the NSS equation (2.23), with energy stability theoreti-
cally justified. In other words, the logarithmic nature of the energy functional for the NSS
model enables one to derive linear schemes to obtain second order temporal accuracy and
energy stability, so that a complicated nonlinear solver may be avoided.

Remark 2.6 The idea of the proposed Scheme 2.10, the BDF temporal approximation
combined with a second-order Douglas-Dupont regularization, may provide a framework
for a more general class of gradient flows, specifically, those with p-Laplacian nonlinear
terms involved. For example, the square phase field crystal (SPFC) equation [28-31]
models crystal dynamics at the atomic scale in space but on diffusive scales in time, while
keeping “square” symmetry crystal lattice structures. This model is an H~! gradient flow
of an energy functional containing a four-Laplacian energy density. As another example,
for the functionalized Cahn-Hilliard model [32—38] a convex—concave decomposition for
the corresponding energy functional has been revealed in a recent work [24], in which a
four-Laplacian term appears in the convex part. For these related models, the numerical
approach of this article could be extended to obtain second order accurate, energy stable
numerical schemes, and the preconditioned steepest descent and preconditioned nonlinear
conjugate gradient solvers, which will be outlined in Sections 4.1 and 4.2, could be
efficiently applied.
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Remark 2.7 The stability property established in Theorem 2.4 is in terms of a modified
energy functional, as given by (2.12), which contains the original energy functional, com-
bined with two non-negative numerical corrections terms. In turn, the stability estimate
for such a modified energy functional indicates a uniform in time bound for the original
energy (at a discrete level), and such a bound is uniform in e. Similar estimates could
be derived for the second order energy stable scheme [19], based on the Crank-Nicolson
approach. These uniform bounds for the original energy functional will play an essential
role in the convergence analysis.

In comparison, there has been other work of second order energy stable schemes for
the SS equation [16], with the invariant energy quadratization (IEQ) approach applied.
Meanwhile, we notice that, an alternate variable, denoted as a second order approximation
tov = |Vo|? — 1, has been introduced in the IEQ approach, and the energy stability is in
terms of a pair of numerical variables (¢, v). Conversely, an e-independent bound for the
original energy functional is not available for this scheme. Furthermore, the authors of
[17] have observed spurious oscillation is the numerical solutions of some IEQ schemes.
This is due to the fact that the stability of the variable v is only quite weak.

Remark 2.8 Itis clear that a fully implicit treatment for the four-Laplacian term is needed
in (2.10) to pass through the stability analysis, due to its convexity property. Meanwhile,
if the coefficient term, namely |V)¢**!|%, is replaced by an explicit extrapolation one,
such as |VY(2¢* — ¢*7")|?, the unique solvability could still be established, due to its
positivity, while a theoretical justification of the energy stability is not directly available.
We believe the stability analysis reported in [10] could be similarly applied for this
(variable-coefficient) linear scheme, with a different lower bound requirement for A,
expected to be singularly dependent on e~!. The technical details are left to interested
readers.

23 | €0, T;H ,f) stability of the numerical scheme

The £°°(0, T;H,f) bound of the numerical solution could be derived based on the modified energy
stability (2.13).

Theorem 2.9 Let ¢ € Cq, then the £>°(0, T;H,%) bound of the numerical solution is as

follows:
| o+ 19
9l < 2%# =G, (2.24)
1

where C, is independent of s, h, and T.

Proof As
Lyt Lyrs ] (2.25)
8 2" — 2 ’
then we have
1 v 4 1 v 2 1
§||vh¢||4_§||Vh¢||22_§|9|, (2.26)
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with the discrete H, ,i norm introduced in (2.1). Then we arrive at the following bound, for
any ¢ € Cq:

| I - , 1
Fa(®) Z 2lIVyolls + =1 Ax0ll; — 71821

Loy o & 2
SIVEol; + E”Ahd)“z — 1€

>
-2
g2 5
> E”Ahd)“z — €2
1
> §C182||¢||25 — 12|, (2.27)

in which C, is a constant associated with the discrete elliptic regularity: ||A,¢]3 >
Cillo ||f12, as stated in (2.7) of Proposition 2.2. Consequently, its combination with (2.12)

h
finishes the proof. .

Remark 2.10 Note that the constant C, is independent of s, h, and T, but does depends
on ¢. In particular, C, = O(e7).

Remark 2.11 As a further consequence of the Hﬁ bound (2.24), we are able to obtain
an £* estimate for the numerical solution

19"l < Cll$" N2 < CC5, Vm =0, (2.28)

in which the first inequality comes from a discrete Sobolev inequality, ||f || < CIf|| K2
as given by (2.9) in Proposition 2.2.

In addition to the || - ||o bound for the phase variable, a discrete W' estimate could
be derived through a more careful analysis. In more details, by taking a discrete inner
product with (2.10) by —A7¢*™!, performing a nonlinear estimate, we are able to derive
an £*(0,T;H ,?) estimate for the numerical solution, following similar ideas as in [39].
Subsequently, the discrete W'> bound comes from a similar discrete Sobolev inequality:

I lloo +MVif lloo = Clifll3-

3 | CONVERGENCE ANALYSIS AND ERROR ESTIMATE

3.1 | Error equations and consistency analysis

A detailed Taylor expansion implies the following truncation error:

3OMT — APk Pk
2s

— V;\,/ . (|V}\l[q)k+1|2v]/\,lq>k+l) _ AZ(chk _ (Dkfl)

— AsAZ(DF! — @F) — 2 AZDFH 4 1, (3.1
with |||, < C(h?* + s?). Consequently, with an introduction of the error function

ek =oF — ¢k, Vk=>0, (3.2)
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we get the following evolutionary equation, by subtracting (2.10) from (3.1):

ekt — 4k 4 k!
2s

— VZ . (lV};Ich+] |2V]\1,(Dk+] _ |V;\,I¢k+] |2vl\1/¢k+])
— AV (2e" — &) — AsAT (T — &) — AT + T, (3.3)
In addition, from the PDE analysis for the SS equation in [40, 44] and the global in time H; stability

(2.24) for the numerical solution, we also get the £*°, W6, and H ,% bounds for both the exact solution
and numerical solution, uniform in time:

1D oo 1D s, 190152 < Coo 10 lloes 0" llwrer 195012 < Cs. VA 20, G4

where the 3D embeddings of H} into ¢ and into W'® have been applied, as well as the discrete
Sobolev embedding inequalities (2.8), (2.9) in Proposition 2.2.

3.1.1 | Stability and convergence analysis
The convergence result is stated in the following theorem.

Theorem 3.1 Let ® € R be the projection of the exact periodic solution of the SS
equation (1.3) with the initial data ¢° := ®° € H? (Q), ¢! := &' € H? (), and the

per per

regularity class
R =H0,T;C*()) NH*(0,T; C*(R)) NH'(0,T; C*(Q)) N L>(0, T; C°(XQ)). (3.5

Suppose ¢ is the fully discrete solution of (2.10). Then, the following convergence result
holds as s, h goes to zero:

« 12
3
lle* 112 + <E82“‘Z ||Ahe‘||2> < C(s + k), (3.6)
=0

where the constant C > 0 is independent of s and h.

Proof Taking an inner product with the numerical error Equation 3.3 by ¢*! gives

0 3ek+1 _ 4€k + ek—l
N 2s

_ (V}\,I(2ek _ ek—l)’ V]\llek+1) +AS (Ah(€k+1 _ Ek), Ahek+1)
+ 82 (Ahek+1’ Ahek+1) _ (Tk,elhq)
=IJ|+J2+J3+J4+J5+J6. (37)

’ek+1> + (|V}\'Iq>k+1|2v}\l/q>k+l _ |V]\1I¢k+1|2vl\1l¢k+l’v;llek+l)

For the time difference error term J,,

1
k—112
e 3

4s

<3ek+l _ 46k + ek—l

3 1
k+1 k+112 k2
e = —|le — Zlef)s +
2S ’ ) ls || ||2 s ” ||2

1 1
+ Ellek+1 — I3 - gllek+1 — 3 (3.8)
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For the backwards diffusive error term J3, we have
v k k—1 v k+1 1 v _k+12 v k12 1 v _k—12
—(Vh(Ze —e )’Vhe ) Z_EHVhe ”2_ ”Vhe ||2+§||Vh€ ”2
1
+ V(@ =Ml — EIIVZ(t‘f"<+1 —H3 (3.9)
And for the stabilizing term J 4,

As
As (At =€), Apett!) = = (1AL 15 — AR5 + 1AL —e9)I3) . (3.10)

For the surface diffusion error term J5 and the local truncation error term J¢, we have

e (A, At = &2 A3, (3.11)
and
kk+1 k k+1 1 k2 1 k412
= () = Il 1 = SIS+ S e, (3.12)

For the nonlinear error term J,, we adopt the same trick in [24], and get

JZ — (|V,\1Iq)k+l|2vl,\llq)k+l _ |VZ¢k+1|2V;\lI¢k+l,v}\l/ek+l)
— (VZ((DkJrl + ¢k+l) . V,;Iek+lv;llq>k+l’vzek+l) + (Ivl\qlq)k+l |2v;llek+l’ V;l/ek+l)
=: Jz,l + J2,2. (313)

For the first part J,; of (3.13), we have

—J21 < Ca (V@ 6 + 11V 0" le) - 11V @ g - 1V € l6 - 1 Vel
< GsCiIIVye ™ s - 17yl
< GsCGiIIVye ™t s - Ve o, (3.14)
in which the W' bound (3.4) for the exact and numerical solutions was recalled in the
second step. Moreover, with an application of the discrete Sobolev embedding (2.9) (from
H? into W'®), and the discrete elliptic regularity estimate (2.7), in Proposition 2.2, we get

Vel < Cle™ 2 < CC)T 1A . (3.15)
Meanwhile, the following interpolation inequality is valid:
1 1
IVae" o < 113 1AL 5 as| Ve IS = =, Ay ™) < (1l - [|Ae ™ . (3.16)
In turn, a substitution of (3.15) and (3.16) into (3.14) results in

1 1
—Jo1 < Coll A o - 1T I F 1AL I3

1 3
= Colle ™15 - 1A I

3
< GlleMI3 + ZEZIIAhek+l 13 @3.17)
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in which Cy = C(C;)™"/*Cs C3, and the Young’s inequality was applied in the last step.
The estimate for the second part J,, of (3.13) is trivial:

Jrp > 0. (3.18)
Then, we arrive at
k+112 3 2 k+112
=N = Glle™ |3 + 2¢ | Ane" I3 (3.19)

Finally, a combination of (3.8), (3.9), (3.10), (3.11), (3.12), and (3.19) yields that

3 k12 k2 1 k2 k—1)12 Lo k)2
—(lle — |le ——(11€’lI5 — lle — ||t — e
15 (11115 = 1€k13) " (e 15 = lle“=113) + o I 5
Loy k12, AS k41912 k)2 2 k412
- —Slle -7+ 5 (1AL TS = 1Ak ]13) + €211 AR I3

1 1 3
< I+ S 1 I+ Callet 1 + Ze2l Auet 1

— IVye 3 = 21 Ve 15 — IV (e — e D13
+ 4872153 + 288l |5 + 726 I3

1
BT & (1Ane" 113 + 1 Ane 15 + 1AR3) - (3.20)

A summation in time implies that

3 1 1
— (1115 = lle"113) — T (€113 = N1€°113) + leek+1 — €13

4s
1 1 A k+1 £+1
— 5 lle' = ||2+—(||Ah 13— 1124€°113) e ZnAhe 13
52||r ||2+Z( +Cs +4e )ne‘“né
k 1 k
+72e72 e 13+ e 3) + —e* > (IAne'll; + 1A "13) - 3.21
;(ne I3+ e 113) + 3¢ ; 1A' 13+ 1 Ane " 113) (3.21)

In turn, an application of discrete Gronwall inequality yields the desired convergence
result (3.1). This completes the proof of Theorem 3.6. .

4 | PRECONDITIONED DESCENT SOLVERS

4.1 | Preconditioned steepest descent

In this section, we describe a preconditioned steepest descent (PSD) algorithm following the practical
and theoretical framework in [20]. The nonlinear, fully discrete scheme (2.10) at a fixed time level

may be expressed as

Nilo] =f, 4.1
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with

2s(e? 4 As)

2s
Nilol = ¢ = V- (VIO VI + ———— Al “42)
and
4 1 2s 2As*
f=308 = 30 = AT - o + —— Aot (4.3)

The problem can be recast as a minimization problem: For any ¢ € Cy, the following energy functional
is introduced:

2s(e% 4 As)

g AR — (F. b) 4.4)

1 2s 4
Ey[9] = 5|I¢II§ + EIIVMII4 +
One observes that the fully discrete scheme (4.1) is the discrete variation of the strictly convex energy
(4.4) set equal to zero. In particular, the discrete variation is

SoEnld]l = Npld] — f.

The main idea of the PSD solver is to use a linearized version of the nonlinear operator as a
preconditioner, or in other words, as a metric for choosing the search direction. A linearized version
of the nonlinear operator ,, denoted as £, : Cper = Cper, 18 defined as follows:

2s(e? 4+ As)

LilW] =¥ = ysAb + ———— A,
where y > 0 is a parameter chosen to optimize the performance of the pre-conditioner. Clearly, this is
a positive, symmetric operator, and we use this as a preconditioner for the method. Specifically, this
“metric” is used to find an appropriate search direction for the steepest descent solver [20]. Given the

current iterate ¢" € Cper, we define the following search direction problem: find d" € éper such that
Lyld"] = f — Nylo"] := 1",
where 7" is the nonlinear residual of the n'" iterate ¢". This last equation can be solved efficiently using

the Fast Fourier Transform (FFT).
We then obtain the next iterate as

¢n+l — d)n + O(V,dn, (45)
where o, € R is the unique solution to the steepest descent line minimization problem

o, := argminE,[¢" 4+ ad"] = argzerod,E,[$" + ad"](d"). (4.6)

acR acR

The theoretical analysis in [20] suggests that the iteration sequence ¢" converges geometrically to
¢**!, with ¢**! the exact numerical solution of scheme (2.10) at time level k + 1, that is, NV, [¢* 1] = f.
Importantly, the analysis implies a convergence rate that is independent of .
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Remark 4.1 The energy stable Crank-Nicolson (CN-ES) scheme for the SS equation
(1.3), proposed and analyzed in [19], takes the following (spatially continuous) form:

1 4k 2
dﬁ% — (VO V) — A <§¢k . %¢k—1) _ %Az (¢k+1 + q)k) ’
X(VO Vo) = %V : ((|V¢k+I I+ [V V(O + ¢k))- 4.7

In this numerical approach, every term in the chemical potential is evaluated at time
instant #*+1/2,

Both the CN-ES scheme (4.7) and the BDF2-ES scheme (2.10) require a nonlinear
solver, while the nonlinear term in (4.7) takes a more complicated form than (2.10), which
comes from different time instant approximations. As a result, a stronger convexity of the
nonlinear term in the BDF one (2.10) is expected to improve the numerical efficiency in
the nonlinear iteration.

Such a numerical comparison has been undertaken for the Cahn-Hilliard (CH) model
in recent works: the analogous CN-ES and BDF2-ES numerical schemes for the CH
equation, proposed in [39, 23], respectively, were tested using a similar numerical setup.
The numerical experiments have indicated that, since the nonlinear term in the BDF2-
ES approach has a stronger convexity than the one in the CN-ES scheme, a 20 to 25%
improvement of the computational efficiency is generally available for the CH model.

For the numerical comparison between the present BDF2-ES and CN-ES approaches
for the SS equation (1.3), namely (2.10), and (4.7), respectively, such an efficiency
improvement is expected to be even greater. This expectation comes from a subtle fact
that, the modified CN approximation to the four-Laplacian term, x (V$**!, Vo*), does
not correspond to a convex energy functional, because of the vector gradient form (other
than a scalar form) in the four-Laplacian expansion. As a consequence, the PSD algo-
rithm proposed in this section fails to have theoretical justification as a solver for (4.7).
An application of the Polak-Ribiére variant of NCG method [21] to solve for (4.7), as
reported in [19], has shown fairly poor numerical performance, although this may be
improved by some preconditioning strategy. See more details in Section 5.

4.2 | Preconditioned nonlinear conjugate gradient solvers

The preconditioned nonlinear conjugate gradient (PNCG) algorithm is given by the following recursive
formulae [42]:

"= f = Nuld"]; (4.8)
o= L;'[r"; (4.9)
0

y n=20
o ; 4.10
'+ B.d" ' n>1 ( )
" = " +a,d", a, = argzerodE,[¢" + ad"](d") 4.11)

aeR

There are several different ways to choose the parameter §,. We use the following in our tests:
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Fletcher-Reeves [43]:

gre _ (Y

g (4.12)
Polak-Ribiére [44]:
BrR = (r():(yl)—r_yyll) 4.13)
PNCGI:
Brr = max {0.8,%,}. (4.14)
PNCG2 [45]:
Buri = max {0, min {BF,. B, }} . (4.15)

called the hybrid conjugate gradient algorithm in [45].

S | NUMERICAL EXPERIMENTS

5.1 | Convergence test and the complexity of the preconditioned solvers

In this subsection, we demonstrate the accuracy and complexity of the preconditioned solvers. We
present the results of the convergence test and perform some sample computations to investigate the
effect of the time step s and stabilized parameter A for the energy Fj,(¢).

To simultaneously demonstrate the spatial accuracy and the efficiency of the solver, we perform a
typical time-space convergence test for the fully discrete scheme (2.10) for the slope selection model.
As in [19, 22, 46], we perform the Cauchy-type convergence test using the following periodic initial
data [19]:

2 An(y — 1.4
u(x,y,0) = 0.1sin? <£> . sin (L)
L L

—0.1cos <M) - sin <@> , 5.1
L L

with Q = [0,3.2]2, e =0.1, s = 0.0lh, A = 1/16, and T =0.32. We use a linear refinement path,
that is, s = Ch. At the final time T = 0.32, we expect the global error to be O(s?) + O(h?) = O(h?),
in either the £ or £* norm, as h,s — 0. The Cauchy difference is defined as dy 1= d),,f — I[(q)hc),
where I{ is a bilinear interpolation operator (which is similar to the 2D case in [20, [24] and the
3D case in [47]). This requires a relatively coarse solution, parametrized by A, and a relatively fine
solution, parametrized by A, in particular A, = 2A;, at the same final time. The £? norms of Cauchy
difference and the convergence rates can be found in Table 1. The results confirm our expectation for
the second-order convergence in both space and time.

In the second part of this test, we demonstrate the complexity of the preconditioned solvers with
initial data (5.1). In Figure 1, we plot the semilog scale of the relative residuals versus preconditioned
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TABLE 1 Errors, convergence rates, average iteration numbers and average CPU time (in seconds) for each

time step
PSD PNCG1 PNCG2

h, hf II 84) I 2 Rate #iter Tcpu (hf ) #iter Tcpu (hf ) #iter Tcpu (hf )
32 32 13938x107 - 11 .0019 9 0016 9 0015
2 2 17192x107° 302 10 0103 9 0093 8 0085
2. 32 38734x10* 215 08 0529 8 0486 7 0454
2 32 94766 x 1070 203 07 2512 7 2038 6 2046
2 22 23564x10° 201 07 1.6650 7 1.6268 6 1.5207

Parameters are given in the text, and the initial data is defined in (5.1). The refinement path is s = .01k

solvers’ iteration numbers for various values of 4 and € at T = .02, with time step s = 1073. The other
common parameters are setas A = 1/16, Q = [0, 3.2]*. The figures in the top row of Figure 1 indicate
that the convergence rate (as gleaned from the error reduction) is nearly uniform and nearly independent
of h for a fixed €. And the plots in the bottom row of Figure 1 show that the number of preconditioned
solvers’ iterations increases with a decreasing value of ¢, which confirms the theoretical results that the
PSD solver is dependent on parameter ¢ in [20]. Figure 1 confirms the expected geometric convergence
rate of the PSD solver predicted by the theory in [20]. Moreover, the number of the interaction steps in
Figure 1 also indicate that PNCG?2 is the most efficient one and PNCGI is better than PSD, especially
when ¢ is small.

In the third part of this test, we perform CPU time comparison between the proposed preconditioned
solvers and the PSD solver with random initial data. The initial data for the simulations are taken as
essentially random:

(5.2)

Scaled 2-norm of the Residual

Scaled 2-norm of the Residual
Scaled 2-norm of the Residual

s 8 7 8 9 10 1 2 3 4 5 & 7 8 9 10 1 2 3 4 5 6 7 8 °
PSD Iterations PNCG1 lterations PNCG2 lterations

Scaled 2-norm of the Residual
Scaled 2-norm of the Residual

4

T e ¢ ® T e
FIGURE 1 Complexity tests showing the solvers’ performance for changing values of 4 and . Top row: h-
independence with ¢ = 0.1; Bottom row: e-dependence with 2 = 3.2/512. The rest of the parameters are given
in the text. (a) Energy profiles with various s (b) evolutions of energy w.r.t various A [Color figure can be viewed at

wileyonlinelibrary.com]
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TABLE 2 The average iteration numbers and total CPU
time (in seconds) for the preconditioned methods with fixed time

steps s = .001
Methods PSD PNCG1 PNCG2
#iter 20 14 13
T cpu(s) 4406.1764 3212.2898 3035.4369
Speedup - 1.37 1.45

Parameters are given in the text.

where the 7;; are uniformly distributed random numbers in [0, 1]. The parameters for the comparison
simulations are = [0,12.8]%, ¢ = 3 x 1072, h = 12.8/512, s = .001, and T = 1. The average
iteration numbers, total CPU time (in seconds) and speedups for the preconditioned methods can be
found in Table 2. The Table 2 indicates that the PNCG1 solver and PNCG2 solver have provided a
1.37 x and 1.45 x speedup over PSD solver, respectively.

In the last part of this test, we investigate the effect of the parameters s and A for the energy F,($)
with initial data (5.1). As the proposed solvers give the same results, we only present the results from
PSD solver in the rest of the article. The evolutions of the energy with various time steps s and stabilized
parameter A are given in Figure 2. As can be seen in Figure 2a, the larger time steps produce inaccurate
or nonphysical solutions. In turn, Figure 2a indicates the proper time steps and provides the motivation
of using adaptive time stepping strategy. Figure 2b shows that the proposed scheme and PSD solver is
not that sensitive to the stabilized parameter A when A < 1. Meanwhile, for large values of A, such as
A =5 and A =20, the accuracy loss becomes significant.

5.2 | Long-time coarsening, energy dissipation and mass conservation

Coarsening processes in thin film system can take place on very long-time scales [48]. In this subsection,
we perform a long-time simulation for the SS equation. Such a test, which has been performed in many
existing articles, can confirm the expected coarsening rates and serve as a benchmarks for the proposed
solver; see, for example, [19, 20, 22].

$=0.01
$=0.005
$=0.001 M
— — s=0.0005
s$=0.0001

A
A=t
A=
— — A-12
Asv/a |4
A

0.5 S

-2.07

-2.08
4 -2.09

Energy

0.2 0.205 021

Energy

\
25
\
2 7K\ ] \\
\\\ 30 S
25 ‘ . ‘ ‘ . R ——
0 2 4 6 8 10 o 1 2 3 T‘Eme 7 8 9 10
Time

(a) Energy profiles with various s (b) evolutions of energy w.r.t various A

FIGURE 2 The effect of time steps s and stabilized parameter A for the energy Fj,(¢). Left: the effect of time step
s. The other parameters are Q2 = [0, 322, e=30x 1072 h= 3.2/512, and A = 1/16; Right: the effect of stabilized
parameter A. The other parameters are Q2 = [0, 327, e =30x10"% h = 3.2/512 and s = 0.001. (a) t =10 (b)
t=100 (c) t =500 (d)  =2000 (e) t = 4000 (f) = 10000 [Color figure can be viewed at wileyonlinelibrary.com]
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4

t = 4000 t = 10000

FIGURE 3 Time snapshots of the evolution with preconditioned solvers for the epitaxial thin film growth model
att = 10,100, 500,2000,4000 and 10000. Left: contour plot of u, Right: contour plot of Au. The parameters are

e =0.030Q = [12.8]2,s = 0.001, h = 12.8/512 and A = 1/16. These simulation results are consistent with earlier
work on this topic in [13, 41, 43, 46]. (a) Energy evolution (b) Roughness evolution [Color figure can be viewed at
wileyonlinelibrary.com]

102 T T T T 107!

—— raw energy data —— raw roughness data
linear fit

linear fit

Energy, E | (t)
>
Roughness, W(t)

W(t) ~ t0‘32555

100 L I L L 1073 L L L L
107! 10° 10! 102 10° 104 107! 10° 10! 102 102 104
Time, t Time, t

(a) Energy evolution (b) Roughness evolution

FIGURE 4 The log-log plots of energy and roughness evolution and the corresponding linear regression for the
simulation depicted in Figure 3. (a) t =0 (b) =2 (c) t =4 [Color figure can be viewed at wileyonlinelibrary.com]



%LW ILEY FENG ET AL.

The initial data for these simulations are taken as (5.2). Time snapshots of the evolution for the
epitaxial thin film growth model can be found in Figure 3. The coarsening rates are given in Figure 4.
The discrete film roughness is calculated as

& —2
W) = | 5> @ =), (5.3)

ij=1

where m is the number of the grid points in the x and y direction, and ¢ is the discrete average value
of ¢ on the uniform grid. The log—log plots of roughness and energy evolution and the corresponding
linear regression are presented in Figure 4. The linear regression in Figure 4 indicates that the surface
roughness grows like #!/3, while the energy decays like t~/3, which verify the one-third power laws
predicted in [6]. More precisely, the linear fits have the form a,t*¢ with a, = 3.09870,b, = —.33554
for energy evolution and a,,t" with a,, = —5.35913, b,, = .32555 for roughness evolution. The linear
regression is only taken up to t = 3000, as the system saturates at later times. These simulation results
are consistent with earlier works on this topic in [8, 19, 20, 22].

5.3 | Direct comparison with other schemes

In this section, we compare the accuracy and performance of three other schemes to the one proposed
in this article. The schemes are as follows:

5.3.1 | Energy stable, order-two Backward Differentiation Formula (BDF2-ES) scheme

We first re-state the scheme proposed in this paper, which is labeled the BDF2-ES scheme:

3¢k+1 _ 4¢k + ¢k—l
2s

= Vi (Vi PV — ALt — ¢F)

— AsAG (O — oF) — AT O (5.4)

The associated nonlinear operator is

2s 2s(e? + As)
Nilo] =& = = Vi - (Vi PV6) + ———— A0, (5.5)
and the linear preconditioner that we use is
s 2s(e? + As)
Lyl =0 — gAhd) + — As . (5.6)

5.3.2 | Pure order-two Backward Differentiation Formula (BDF2) scheme

The BDF2 scheme is

3¢k+l _ 4¢k + ¢k—l
2s

=V (VI PV — AyeHt — 2 ATM (5.7)

The associated nonlinear operator is

2 2 2se?
Nild] = ¢ — gsvz (VYY) + §Az¢ + STSA%, (5.8)
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and the linear preconditioner that we use is

Lild]l = — —Ahcb L A2¢ (5.9

3

We observe that the nonlinear operator is not unconditionally positive, because of the presence of the
term —l—% Ay, which has the wrong sign.

5.3.3 | Energy stable Crank-Nicolson (CN-ES) scheme

The energy stable Crank-Nicolson scheme was proposed in [19] and takes the following form:

¢k+1 " _ k1 k 3.0 1y & k1 k
— = x(Vo ,V¢)—A<§¢—§¢ )‘EA (67 +¢').
XV, Ve = %v AV + IV PV +¢Y). (5.10)

The corresponding nonlinear operator is

s
NiT01 =& = 2V (V0P + V{0 P) V(0 + ¢) + —- Aj6", (5.11)
and the linear preconditioner that we use is
s st
Lildl=¢ — ZA"(I) + 7Ah¢' (5.12)

5.3.4 | Pure Crank-Nicolson (CN) scheme

The pure Crank-Nicolson scheme is based on an idea by Du and Nicolaides [49] and takes the following
form:

¢k+1 ¢ k+1 k k1 k+1
. = x(Vo ,V¢)— A (P 4+ 01) = S A% (o +97),
xRV, V) = iv AV + VO V(0" + d)"))- (5.13)
This scheme is exactly energy stable, in the sense that
SO+ 195 = ¢F11° = sFil9"],
though it is not unconditionally uniquely solvable. The corresponding nonlinear operator is

2
N{I81 =0 = 2V} - (V301 + V)67 =DV +49) + AJ0 . (.14

and the linear preconditioner that we use is

2
Lo = ¢ — iAhcb + %Aﬁcb, (5.15)

which is the same as that for the CN-ES scheme.
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FIGURE 5 Initial data and high-resolution approximate solutions at =2 and # = 4. A high-resolution solution is
computed using the BDF2 scheme 5.7 with the initial data shown in the figure (r = 0). The parameters for the high-
resolution approximation are s = .00005 and 7 = 3.2/256. The other parameters are 2 = (0,3.2) x (0,3.2)
ande = 3.0 x 1072 Significant coarsening occurs between ¢t =0 and ¢ =4 [Color figure can be viewed at
wileyonlinelibrary.com]

5.3.5 | Initial data and a high-resolution approximate solution at t =4

A high-resolution solution is computed using the BDF2 Scheme 5.7 with the initial data shown in
Figure 5 (t =0). The parameters for the approximation are s = 5 x 10~ and & = 3.2/256. The other
parameters are 2 = (0,3.2) x (0,3.2) ande = 3.0 x 1072, The time step size s = 5 x 1077 is 20 times
smaller than what will be used in the comparison tests, and we will treat the approximation obtained
here as the target solution.

5.3.6 | Comparison results

For the comparison computations, we use the same parameters but with a larger time step size: s = 0.001
and h = 3.2/256, Q = (0,3.2) x (0,3.2) and ¢ = 3.0 x 1072. To solve all of the schemes, we use
the preconditioned steepest descent (PSD) and preconditioned nonlinear conjugate gradient (PNCG)
solvers, even though in some cases the nonlinear operators are not necessarily guaranteed to be positive.
For the PNCG solver, for simplicity, we use only the Polak-Ribi¢re method.

The results of the tests are reported in Table 3, and they paint a complicated picture. The BDF2
scheme shows excellent accuracy and efficiency. Our new BDF2-ES scheme is slightly more efficient,
but not as accurate. The accuracy of the BDF2-ES scheme improves greatly by setting the splitting
parameter A =0.

The Crank-Nicolson schemes also have excellent accuracy, but, as expected the CPU time per
iteration for either CN scheme is much higher than for the BDF2 schemes, more than double that of the
BDFs schemes. What is interesting is that the average number of iterations for the solvers for the CN
schemes is smaller than for the BDF2 schemes, which is surprising, given the complicated structure of
the nonlinear operators for the CN schemes. Clearly, the BDF schemes dominate in terms of efficiency
per time step. But, when accuracy is considered in the calculus, the most efficient scheme, the new
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TABLE 3 The errors, average iteration numbers, and average CPU time (in seconds) for the preconditioned
methods with fixed time and space step sizes s = .001 and & = 3.2/256

Scheme Solver Errort=2 Errort =4 Ave. Iterations Ave. CPU Time
BDF2 PSD 1.7720e — 07  4.1570e — 07 6.1307 .0452
BDF2 PNCG 1.7778e — 07  4.1705e — 07 5.4227 .0433
BDF2-ES,A =1/16  PSD 5.9459e — 04 1.5551e — 03 6.0438 .0426
BDF2-ES,A =1/16 PNCG 5.9459 — 04 1.5551e — 03 5.3738 .0408
BDF2-ES,A=0 PSD 1.5988e — 05 2.3541e — 05 6.1043 .0432
BDF2-ES,A=0 PNCG 1.5975e — 05 2.3523e — 05 5.4288 .0416
CN PSD 2.2686e — 07  4.4921e — 07 5.3202 1228
CN PCNG 2.2693e — 07  4.5077e — 07  4.8117 1150
CN-ES PSD 7.3157¢ — 06 8.4747e — 06  5.2760 1228
CN-ES PNCG  7.3090e — 06  8.4596e — 06  4.7250 1143

The other parameters are 2 = (0,3.2) x (0,3.2) and ¢ = 3.0 x 1072, The “errors,” which are reported at times
t =2 and r =4, are precisely the differences between the comparison approximations and the high-resolution target
approximation computed using the BDF2 with the much smaller time step size s = 5 x 107>

BDF2-ES scheme, does not compare as favorably. The question remains, given a target accuracy, what
is the CPU time per iteration that is required to achieve that accuracy? The answer to this question,
and the test that will give that answer, we will save for a future work.

6 | CONCLUSIONS

In this article, we have proposed and analyzed a second order accurate, unconditionally energy stable
finite difference scheme for solving the two-dimensional epitaxial thin film model with Slope Selection
(SS). The unique solvability, unconditional energy stability and optimal convergence analysis have
been theoretically justified. In addition, a class of efficient preconditioned methods are applied to
solve the nonlinear system. This framework can be easily generalized to the higher order in time BDF
schemes. Various numerical results are also presented, including a second-order-in-time accuracy test,
a complexity test and energy dissipation tests. We have also included a preliminary test comparing
our new scheme with other existing schemes. In terms of efficiency per time iteration, the new scheme
performs well. It also has good accuracy properties, though not the best of the schemes that we tested.
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APPENDIX: A PROOF OF PROPOSITION 2.2

For simplicity of presentation, in the analysis of ||V, ¢||¢, we are focused on the estimate of || D, d|¢. We
suppose for simplicity that m is odd and we set m = 2K + 1. Due to the periodic boundary conditions
for ¢ and its cell-centered representation, it has the discrete Fourier representation

Z d)m 2mui(kx; +lv )/L (Al)

kt=—K

. 1 . 1 n . . . .
where x; = (i — 3)h, y; = (j — 3)h, and ¢}, are discrete Fourier coefficients. Then we make its
extension to a continuous function:

K
op(x,y) = Z &)ZZCZni(ka)’)/L. (A2)
kb=—K
Similarly, we denote a grid function f;, Lip) = D0, L) = Ay(Drd),, Ltk The periodic

boundary conditions for f and its mesh location indicates the following discrete Fourier transformation:
21'[1( it 7+Zy_+l)/L

Z foe Nl (A3)

with fkm[ the discrete Fourier coefficients. Similarly, its extension to a continuous function is given by

fF(X,y) — Z fm 27tl(kx+é})/L (A4)

kt=—K

Meanwhile, we also observe that (136”’0 = 0 and fAO’f‘O = 0. The first identity comes from the fact that
¢ = 0, while the second one is due to the fact that f = D¢ = 0, for any periodic grid function ¢.
The following preliminary estimates will play a very important role in the later analysis.
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Lemma A.1 We have

bl = ldrll, (A.5)
2 4

~IVorl = IVioll, = IIVOrl,  —lIAdell = 1A1bll> = | Adrl, (A.6)
18wl < 07 0kll,  18.fell < 118:3,dell- (A7)

Proof Parseval’s identity (at both the discrete and continuous levels) implies that
m K K
Doyl =m D e e’ =L Y 14y (A.8)
ij=1 kt=—K k=—K

Based on the fact that ~im = L, this in turn results in

K
Iol3 = ldel* =L > 17,1 (A.9)

kt=—K

so that (A.5) is proven.
For the comparison between f = ©.¢ and 9,¢f, we look at the following Fourier

expansions:
K .
(I)i . _¢l+¢l L — (bi‘ A 2m<kxi 1+, l>/l‘
fi+%,/’+§ _ Pit1y J 2h+1‘/+1 g+l _ Z bl e tr ) (A.10)
kl=—K
K
fey) = D weedp, @ O, (A.11)
kt=—K
K
APp(r,y) = Y vy, eI, (A.12)
kt=—K
with
2i sin &4 2kmi
Mie = _TL cos((mh), v =— Lm. (A.13)

A comparison of Fourier eigenvalues between [ ¢| and |v| shows that
2
— il < Iprel < I, for  — K <k, € <K, (A.14)
bl
which in turn leads to
2
;IlaﬁbFll = 19:0ll; = [10:$rll. (A.15)
A similar estimate could also be derived:
2
;”avd)F” < 19,01, < 19,ll- (A.16)

A combination of (A.15) and (A.16) yields the first inequality of (A.6).
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For the second estimate of (A.6), we look at similar Fourier expansions:

K
Do)y = 3 (nd + ) ettt (A.17)

kt=—K

K

Abr(r,y) = Y (Vi + V) d e e, (A.18)

kt=—K

i sin k7th i sin {20 .
with u; = 2 s e = 2 = It is also clear that %|\)e| < |ie] < |vel, for any

—K < £ < K. In turn, an application of Parseval’s identity yields

K
2 Al’ﬂ
1Al =L Y g+ w14 (A.19)
kt=—K
K
2 Am
IAGsl> =L> > v+ vl 1471 (A.20)
k=—K

The eigenvalue comparison estimate (A.14) implies the following inequality:
i|\)2+v2|<| T ui <+, for —K<k{<K (A.21)
2k ol = AW T Kl = 1V o ls <kt <K. .

As aresult, inequality (A.6) comes from a combination of (A.19), (A.20) and (A.21).
For the estimate (A.7), we observe the following Fourier expansions:

K
Ofe(6,) = D Vil BTN, (A.22)
kl=—K
K
dp(ry) = Y vip,e L, (A.23)
kt=—K

which in turn leads to (with an application of Parseval’s identity)

K
1oufell” =L Y [viree P19} (A.24)
kt=—K
K
2 Am
1970kl =L Y [wl*1, 1> (A.25)
kl=—K

Similarly, the following inequality could be derived, based on the eigenvalue comparison
estimate (A.14):

etiel” < o, for  —K <k, £ <K. (A.26)
Consequently, a combination of (A.24), (A.25) and (A.26) leads to the first inequality in

(A.7). The second inequality, [|d,fg|l < ||0,9y$rll, could be derived in the same manner.
The proof of Lemma A.1 is complete. .
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With the estimates in Lemma A.1, we are able to make the following derivations:

II¢II§,§ =115 + IVadl3 + 184015 < 9rll* + IVOrl® + [ Adp]* < ”d)F”i,’%, (A.27)
||(1)F||f172 < Byl Adrl% (elliptic regularity, since / ¢pd x = O> , (A.28)
h Q
so that [|A,¢lf3 > i||A<|> (= ! Idrll2, = ! lol? (A.29)
M= =g, "y = g ey ’

so that (2.7) (in Proposition 2.2) is proved with C; = T;—BO.
Inequality (2.8) could be proved in a similar way. The following fact is observed:

9l = ldrlle = Clidrllz = Clidll2, (A.30)

in which the first step is based on the fact that, ¢ is the grid interpolation of the continuous function ¢p,
the second step comes from the Sobolev embedding, while the last step comes from the the estimates
in Lemma A.1.

For the proof of (2.9), the last inequality in Proposition 2.2, the following lemma is needed, which
gives a bound of the discrete £/ (with p =4, 6) norm of the grid functions ¢ and f, in terms of the
continuous L” norm of its continuous version fg.

Lemma A.2 For ¢ € Cpr, f € Vper, we have

ll, = \/glld)Flle, Wil = @IU‘FIIUJ, with p = 4,6. (A.31)

Proof For simplicity of presentation, we only present the analysis for ||f ||, < \/g Wfellzrs
the analysis for ¢ could be carried out in the same fashion. And also, we are focused on
the case of p=4. The case with p =6 could be handled in a similar, yet more tedious
way.

We denote the following grid function

g = ()" (A.32)

A direct calculation shows that

1l = (lghh)?. (A33)

Note that both norms are discrete in the above identity. Moreover, we assume the grid
function g has a discrete Fourier expansion as

K
g = Z glrglezm(kxﬁlyj), (A.34)
kt=—K

and denote its continuous version as

K
Gix,y) = Y gremt e py. (A.35)

kt=—K
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With an application of the Parseval equality at both the discrete and continuous levels,
we have

K
lgls = 1GIP = Y 1&gkt (A.36)

|
ktl=—K

On the other hand, we also denote

2K
Hoy) = (fr(e))’ = Y (B € P (A37)

kt=—2K

The reason for H € P,k is because fr € Px. We note that H # G, since H € P,k, while
G € Pk, although H and G have the same interpolation values on at the numerical grid
points (x;,y;). In other words, g is the interpolation of H onto the numerical grid point
and G is the continuous version of g in Pk. As a result, collocation coefficients g” for G
are not equal to ™ for H, due to the aliasing error. In more detail, for —K < k,£ < K,
we have the following representations:

(i:lm)k,l + (ilm)k+m,e + (ilm)k,l+m + (i:lm)k+m,l+m7 k<0,¢<0,

("o + (R gk < 0,£ =0,

e+ B + o+ Rk < 0,8 > 0,

(ilm)k,z + (ilm)k—m,i + (]/:lm)k,lfm + (l:lm)k—m,lfnnk >0,£>0,

e = 1 (WM + (B ik > 0,£ =0, (A.38)
(ilm)k,z + (ilm)k—m,é + (ilm)kl+m + (ilm)k—m,um’ k>0,£<0,

(™) 4 (") k = 0,€ < 0,

(H")0rk = 0,0 =0,

(H)ee + (g = 0,£ > 0.

With an application of Cauchy inequality, it is clear that

2

2K .
> WMy

kl=—2K

K
> Enr <4

|
kt=—K

(A.39)

Meanwhile, an application of Parseval’s identity to the Fourier expansion (A.37) gives

2

2K
WHIP =] Y "y (A.40)
kt=—2K
Its comparison with (A.36) indicates that
gl = IGI*> < 41HIP, ie. llgll, <2[H]. (A.41)

with the estimate (A.39) applied. Meanwhile, since H (x,y) = (fr(x, y))z, we have

felle = (1) (A.42)
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Therefore, a combination of (A.33), (A.41) and (A.42) results in

Wflls = (Ilgllz)l < QIHI2)? < V2Ifills. (A.43)

This finishes the proof of (A.31) with p =4, the inequality with p = 6 could be proved in
the same fashion. .

Now we proceed into the proof of (2.9) in Proposition 2.2.

Proof We begin with an application of (A.31) in Lemma A.2:
1D:blls = IIflls < V/3Ilfell - (A.44)
Meanwhile, using the fact that fy = 0, we apply the 2-D Sobolev inequality and get

Wiellzs < B el < CAUell + 1Vl (A.45)

Moreover, the estimates (A.5—A.7) (in Lemma A.1) indicate that

T
el < lIocdrll < E”th)”Zs (A.46)
M,
9.fell < 102dell < MollAdrll < 2 VNS (A4T)
TEZM()
10, fell < [10:0ydFll < MollAdrll < 1 1AL, (A.48)
V21*M
so that ||fg|l + | Vfell < TO(”Vh(')”Z + 1 Adll2), (A.49)

in which the following elliptic regularity estimate is applied:
187 I, 1183y drll < Moll Adgll. (A.50)
Therefore, a substitution of (A.47), (A.49), and (A.45) into (A.44) results in

V6r*M,B\"

1D:0lls < == l1dll2- (A1)

The estimate for ||D,¢||s could be derived in the same fashion:

\/EJTZM B(')
1950l < = l10ll3- (A.52)

As a consequence, (2.9) is valid, by setting C = ﬁB(()”. The proof of Proposition 2.2
is complete. .





