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We present an error analysis for a fully discrete finite difference scheme for the
three-component Macromolecular Microsphere Composite (MMC) hydrogels system, a
ternary Cahn-Hilliard system with a Flory-Huggins-deGennes free energy potential. The
numerical scheme was recently proposed, and the positivity-preserving property and
unconditional energy stability were theoretically established. In this paper, we rigorously
prove first order convergence in time and second order convergence in space for the
numerical scheme, in the L5;(0, T; Hh_l)ﬂLzAt(O, T; th) norm. Many highly non-standard
estimates have to be involved, due to the nonlinear and singular nature of the surface
diffusion coefficients. The combination of (i) a higher order asymptotic expansion of the
numerical solution (up to second order temporal accuracy); (ii) a rough error estimate
(to establish the L%, bound for the phase variables); (iii) and a refined error estimate
have to be carried out to conclude such a convergence result. To our knowledge, it will
be the first work to provide an optimal rate convergence estimate for a ternary phase
field system with singular energy coefficients.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction

Macromolecular microsphere composite (MMC) hydrogels, a class of polymeric materials, have attracted theoretical
and experimental studies due to their well-defined network microstructures and high mechanical strength. A binary
mathematical model was presented in [1] to describe the periodic structures and the phase transitions of the MMC
hydrogels based on Boltzmann entropy theory. The corresponding model leads to the MMC-TDGL equation, with a similar
structure to the Cahn-Hilliard equation. The binary Cahn-Hilliard equation - with either polynomial Ginzburg-Landau
or singular Flory-Huggins-type free energy - models spinodal decomposition, phase separation, and coarsening in a two-
phase fluid. There have been many theoretical analyses and numerical approximations for these kinds of gradient flows in
the two-phase case [2-13]. The two-phase version of the MMC-TDGL equation, which is like the Cahn-Hilliard equation,
but with certain singular gradient coefficients, is discussed in [14-17]. Also see the related works [18-22] for the hydrogel

model.
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For the ternary Cahn-Hilliard system, the general framework is to adopt three independent phase variables (¢1, ¢2, ¢3)
while enforcing a mass conservation (or “no-voids”) constraint ¢; + ¢, + ¢3 = 1. See the related works [23-25].
A ternary system with Flory-Huggins-deGennes energy potential has been of great scientific interests, which turns
out to be an improvement over the model proposed in [1], as it removes certain limiting assumptions. The singular
Flory-Huggins-deGennes energy potential is as follows:

3

1 2
Go(¢1:¢2:¢3)=f {So(¢17¢27¢3)+3622|V¢i|2+H0(¢17¢2»¢3) dax,
2 i—1 i

where S,(¢1, 2, $3) + Ho(p1, @2, ¢3) is the reticular (Flory-Huggins style) free energy density:

b b P
So(P1, @2, P3) = My In My + Ny In N + ¢31n ¢3,
Ho(@1, 2, ¢3) = 120192 + X1301P3 + X230203.

S, is the ideal solution part and H, is the entropy of mixing part. The domain 2 C R? is assumed open, bounded, and
simply connected. We focus on the 2-D case for simplicity of presentation, while the extension to the 3-D gradient flow is
straightforward. The mass-conservative phase variables ¢, ¢, and ¢3, represent the concentration of the macromolecular
microsphere, the polymer chain, and the solvent, respectively. These three phase variables are subject to the “no-voids”
constraint ¢ + ¢, + ¢3 = 1. We denote by My the relative volume of one macromolecular microsphere, and by Ny
the degree of polymerization of the polymer chains. The coefficient ¢; is called the statistical segment length of the ith
component, which is always positive. The parameters « and 8 depend on My and Npy:

Mo\3  No\2 Mo\ 3
a:n((—o)z—i-l), ,3:2<—0)2+N0.
T 2 T

By x12, X13, and .3 we denote the Huggins interaction parameters between (i) the macromolecular microspheres and
polymer chains, (ii) the macromolecular microspheres and solvent, and (iii) the polymer chains and solvent, respectively.
All these parameters are positive, and the following inequality is assumed to guarantee the concavity of the entropy of
mixing Hy term:

4x13x23 — (X12 — X13 — X23)> > 0.
Making use of the no-voids constraint ¢3 = 1 — ¢p; — ¢, we can rewrite the energy functional as
IV | &3Vl | eIV — 1 — )

1.1
366 | 366 T 36(1—¢1 — ) (1)

Glo1, ¢2) = f {5(¢1, ¢2) +
2

+H(¢1,¢2)}dx,

where, naturally,
91 _apr ¢ B
S(é1, ) = Mo lﬂvo + N lnNio + (1 =1 — ¢2)In(1 — @1 — ¢2),

H(¢1, ¢2) = x120102 + x1301(1 — @1 — ¢2) + x23P2(1 — 1 — ¢2).
The ternary MMC dynamic equations are H~! gradient flows associated with the given energy functional (1.1):
Oepr = M1Ap1, Oy = MaApua, (1.2)

where Mj, M, > 0 are mobilities, which are assumed to be positive constants. ;¢ and u, are the chemical potentials
with respect to ¢; and ¢,, respectively, i.e.,

1 (e 70)
1 :=2084,G=—1In L In(1 — ¢y — ) — 2x1301 + (12 — X13 — X23)6ha
My | M,
1 2|V |? e1Vey
Frnt — 12200 g (84 13
37 My 3607 18¢1 (13)

36(1 — ¢y — ¢ )? 18(1 — ¢1 — ¢2)

1
M2 = 84,G = N In % —1In(1 — @1 — ¢2) — 232302 + (X12 — X13 — X23)P1
o o
1 gVt (e%vm)
MR 3692 Vo s,

SIVA=¢1 =) o <s§vu—¢1 —¢2)>

36(1 — ¢1 — ¢ )? 18(1—¢1 — ) )

2
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For simplicity, periodic boundary conditions are assumed. These equations would reduce to the classical ternary Cahn-
Hilliard system if the gradient energy coefficients sf /(36¢;) were replaced by eiz /2. In any case, it is then easy to see that
the energy is non-increasing for the ternary MMC model. The evolution equations (1.2) are mass conservative; the mass
fluxes are proportional to the gradients of the respective chemical potentials. Clearly the phase fields must satisfy 0 < ¢1,
0 < ¢, and 0 < 1 — ¢p; — ¢, for the model to make sense physically and mathematically. We define the following Gibbs
Triangles for use later:

G:={(¢1.42) €R* | 0 < @1, ¢, 1+ ¢ < 1}, (1.5)
and, for § > 0,
G ={($1.42) €R* | 86 < 1. 2, $1+ 2 < 1—35}. (1.6)

Of course, Gy = G,and G5 € G, foreach § > 0.If (¢1( -, t), ¢2( -, t)) € G, point-wise, for all t > 0, we say that the positivity-
preserving property holds for the equation. If, for some strictly positive § > 0, (¢1( -, t), ¢a( -, t)) € Gs, point-wise, for all
t > 0, we say that a strict separation property holds for the equation.

A numerical approximation to the ternary MMC system (1.2)-(1.4) turns out to be very challenging, due to the
highly nonlinear and singular nature of both the Flory-Huggins logarithmic part and the singular surface diffusion terms.
In particular, the positivity-preserving property and the energy stability are two important theoretical issues for any
numerical algorithm. A fully discrete finite difference scheme has been proposed in a recent article [26], with both of these
theoretical properties rigorously established. In more detail, implicit treatments are applied to the singular logarithmic
term and the chemical potential terms associated with the nonlinear deGennes surface diffusion energy, while the linear
expansive term is treated explicitly. The resulting scheme is proven to be uniquely solvable, positivity-preserving and
unconditionally energy stable. In fact, the following key point plays a crucial role in the positivity-preserving analysis:
the convex and the singular natures of the implicit nonlinear parts prevents the numerical solutions from approaching the
boundary of the Gibbs triangle G. Because of this subtle fact, an implicit treatment for the nonlinear terms is necessary to
ensure these theoretical properties; also see the related works [14,27-37] for the corresponding analysis. By contrast, the
invariant energy quadratization (IEQ) [38], scalar auxiliary variable (SAV) [39,40] or linear stabilization [41,42] approaches
face serious difficulty to justify these theoretical properties for gradient flows with singular potential.

Several interesting numerical simulation results were presented in [26]. On the other hand, the convergence analysis
for ternary system (1.2)—(1.4) remained an open problem. The primary difficulties are associated with the highly nonlinear
and singular surface diffusion parts and logarithmic terms, in contrast with the analysis required for the ternary model
with polynomial energy potential and constant diffuse interface coefficients [43]. In this article, we provide an optimal rate
convergence analysis for the fully discrete scheme formulated in [26], which is shown to be first order accurate in time
and second order in space. Because of the nonlinear structure for both the logarithmic and surface diffusion terms, such
an error estimate has to be performed in the L%;(0, T; Hh‘l) N Li\t(O, T; H,}) space, to make use of the convex structure
for these nonlinear terms. To overcome the well-known difficulties associated with the nonlinear and singular surface
diffusion coefficients, many highly non-standard estimates have to be involved. A higher order asymptotic expansion,
up to second order temporal accuracy, has to be performed with a careful linearization technique. Such a higher order
asymptotic expansion enable one to obtain a rough error estimate, so that to the L%, bound for all three phase variables
could be derived. This LY, estimate yields the upper and lower bounds of the two variables, and these bounds ensure
a uniform distance between the numerical solution and the singular limit values, which will play a crucial role in the
subsequent analysis. Finally, the refined error estimate is carried out to accomplish the desired convergence result. To
our knowledge, this will be the first work to provide an optimal rate convergence estimate for a ternary phase field
system with singular energy potential.

The rest of the article is organized as follows. In Section 2, we review the fully discrete finite difference scheme and
state the main theoretical result. The optimal rate convergence analysis and error estimate are presented in Section 3.
Finally, we give some concluding remarks in Section 4.

2. The fully discrete numerical scheme
2.1. The finite difference spatial discretization

We use the notation and results for some discrete functions and operators from [44-46]. Let £2 = (0, Ly) x (0, L)),
where for simplicity, we assume Ly = L, =: L > 0. Let N € N be given, and define the grid spacing h := ﬁ i.e., a uniform
spatial mesh size is taken for simplicity of presentation. We define the following two uniform, infinite grids with grid
spacing h > 0: E := {piy1), | i € Z}, C == {p; | i € Z}, where p; = p(i) := (i — /2) - h. Consider the following 2-D discrete
NZ2-periodic function spaces:

Cper == {v :CxC— R|Vvij=Vitanjsn, Vi j,a, B, € Z},
8;61. = {v ExC—R| Vigdj = Viedan jopne Vi,j,a,B € Z},
3
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in which identification v;; = v(p;, p;) is taken. The space Sﬁ,’er is analogously defined. The functions of Cpe, are called cell
centered functions, and the functions of £, 5ﬁ,'er are called east—west north-south face-centered functions, respectively. We
also define the mean zero space Cper := {V € Cper [0 =7V := IQ\ Z” 1 vij}, and denote Epe; = X X Eper- The space Cper
is defined as

leer = {(Ul, U3) € Cper X Cper | (U1ij, U2ij) €G, 1i,j€ Z} )

where G is the Gibbs Triangle (1.5). In addition, the following difference and average operators are introduced:

1
Avitpj = 3 (Vi+1,j + Vi.j) , Dyviginj = (Vi+1,j - Vi,j) ,

—_ S =

AyVijiia = 5 (Migs1 +vig) s Dyvigerz = o (vijer = vij)

=

with Ay, Dy : Cper = EXeps Ay, Dy : Cper = Eper. Likewise,

1
xVij = 5 (Ui+1/z,j + Vi—l/z,j) , dei,j = (Vi+1/2,j - Vi—l/z,j) s

(Vi,j+1/z - Vi,j—l/z) ,

S o= S =

1
ayvij =5 (Vigyz + vijoya) . dyvig =

with ay, dy : Eger — Cper, and ay, dy : Sger — Cper. The discrete gradient Vi : Cper — 5per and the discrete divergence

Vi @ Eper —> Cper are given by

Vivij = (Dxvisrag: Dyvigra) . Vi -fij = def + dyf? 0

where f = (f*, f¥) € &per- The standard 2-D discrete Laplacian, Ap, : Cper — Cper, becomes
1
Apvij = dy(Dyxv)ij + dy(Dyv);j = = (Vi1 + Viery + Viger + vijo1r — 4vj) .

More generally, if D is a periodic scalar function that is defined at all of the face center points and f € Eper, then Df € €per,
assuming point-wise multiplication, and we may define Vj, - ( f) = dx (Df*);; + dy (DfY), ;. Specifically, if v € Cper, then
Vi - (DVh ) i Cper — Cper is defined point-wise via Vj, - (Dth)lj = dy (DDyv);; + dy (DDyv ) . In particular, suppose that
V, ¢ € Cper are grid functions and o : R — R is a continuous function. Then we deﬁne

Vi - (U(-Ahv)vhq)),-,j = dy (U(AXV)DX¢)i,j +4d, (U(AyV)Dy(p)i‘j ,

where Auv is understood to be a periodic function defined at the edge centered points obtained by doing appropriate
east-west and north-south averages.
In addition, the following grid inner products are defined:

N
(&) =1y vijEj, v, & €Cpr D=0+ 7B, fi=05F) € &
ij=1

[U g]x - aX(UE) )7 v, E Ggper? [V S]y ay(”f) >! v, EE per

Subsequently, we define the following norms for cell-centered functions. If v € Cper, then ||v||§ = (v, v); ||v||g =
(lv|P, 1), for 1 < p < 00, and ||v]|,, = Maxj<;j<n ‘vi,j]. The gradient norms are introduced as follows:

IVivll3 := [Viv, Viav] = [Dxv, Davly + [Dyv, Dyv] . for v € Cper,

1

IVl = <[|va|p, 1]+ [IDwP, 1]y)" . 1<p<oo.

The discrete H' norm is defined as ||v||i11 = [v]IZ + Va3
h

Lemma 2.1 ([46 47]). Let D be an arbitrary periodic, scalar function defined on all of the face center points. For any v/, v € Cper
and anyf € Spel, the following summation by parts formulas are valid:

W, Vi -f) = =[Vaw, 1, (¥, Vi - (DV4V)) = —[Viys, DVl (2.1)

4
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2.2. The fully discrete numerical scheme and the main theoretical results

The following numerical scheme is proposed in a recent work [26], based on a careful convex-concave decomposition
of the physical energy (1.1):

n+1 _ ¢1 1 o ?-H . ;
= M4y <* In —In(1— @™ — @5") — 2x1301 + (x12 — x13 — X23)95

At Moy Mo
2
&y (IVWT“I )_ g .(Wb?“)
36 h (A ¢n+1)2 18 h Ah¢7+l
2
+—Ah<|v’1(1_ ] >+§Vh-(v"“_ - QH))) (2.2)
36 (.Ah(l _ n+1 _ ¢121+1))2 18 -Ah(] _ ?+1 _ 121+1) ’ .
n+1 n+l
- ¢ 1 B,
AL 22 = My, N*IH No —1In(1— @I — ¢ — 2x023) + (x12 — X13 — X23)8}
o
A <|Vh¢n+1| ) ng (Vh¢n+1)
36 (.A ¢n+1) 18 h* .A ¢n+1
L8, (Ivh(l— i 3+‘)|2>Jr e (V T 3“)) 23)
367" \(ay(1— @ — iR/ 18 (1 - ”“ — 1)
where

Vyul? Dyul? Dyul?
iy (172 g (1P (1D

(Apu)? (Agu)? (Ayu)?

Vihu Dyu Dyu
V- (=) =4, +d, (=),
Apu Axu Ayu
for all u € Cper, provided u does not vanish at any grid points.
The positivity-preserving property and unique solvability has been established in [26].

Theorem 2.1 ([26]). Given (¢}, ¢3) € Cger, there exists a unique solution (¢1*!, 3" € Cger and q)”“ = o7, ”“ = ¢l In
addition, the numerlcal scheme (2.2)-(2.3) is unconditionally energy stable: G,,( ”“ ”“) < Gn(@], ¢3), where the discrete
energy Gu(¢1, ¢2) : Cooy — R is defined as
Gu(1, ¢2) = (S(¢1, ¢2) + H(¢1, ¢2), 1)

a(ic(Axg1)(Dx1)?) + ay(ic (A1 )(Dyp1)*), £7)
(K (Ax2)(Dxp2)?) + ay(ic (Ay$2)(Dyp2)*), £3)
ax(k(Ax(1 — 1 — ¢2))(Dx(1 — @1 — ¢2)

)

(
(
(
(ay(k(Ay(1 = p1 — $2))(Dy(1 — ¢1 — ¢2))°

+
+
+
+ ,€3), (2.4)
with k(¢) := 364)

Now we proceed into the convergence analysis. Let @, @, be the exact solution for the ternary MMC flow (1.2)-(1.4).
With sufficiently regular initial data, we could assume that the exact solution has regularity of class R:

D1, Py € R :=H> (0, T; Cper(£2)) N H? (0, T; 2 (£2)) N L™ (0, T: Cp (£2)) - (2.5)
In addition, we assume that the following separation property is valid for the exact solution: for some §,
(@1, D7) € Gs, (2.6)

which is satisfied at a point-wise level, for all t € [0, T]. Define @ n(-,t) = Py®@1(-,t), Pon(-,t) := PyPa( -, t), the
(spatial) Fourier projection of the exact solution into BX, the space of trigonometric polynomials of degree up to and
including K (with N = 2K + 1). The following projection approximation is standard: if @; € L*(0, T; Hﬁer( ), for some
L eN,

t—k :
”CDJZN - q§j||L°<>(0 TiHk) = Ch ”(pf HLOQ 0.T:H!)” VOo<k=¢ j=12 (2.7)
By <D’" , d>m we denote @j (-, tn) and @j( -, t,), respectively, with t,, = m - At. Since ®;y € BX, the mass conservative
property 1s available at the dlscrete level:
om — em—1
JN—|Q|/ (-, tm) dX_I-QI/ i N(es tn 1)dx_q§JN , VmeN. (2.8)

5
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On the other hand, the solution of (2.2)-(2.3) is also mass conservative at the discrete level:

ol =¢"". VmeN, j=1,2. (2.9)
As indicated before, we use the mass conservative projection for the initial data: ¢]° = Pa®@jn(-,t =0), that is

(#9)ij = Pin(pi pj t =0), ($9)ij = Pan(pis pjs t =0). (2.10)
The error grid function is defined as

el =@y — @1, ey =PuP)y — ¢y, Yme{0,1,2,3,...}. (2.11)

Therefore, it follows that ? =0, forany m € {0, 1,2, 3,...},j = 1, 2. Meanwhile, we need to introduce a discrete H™!

norm. For any ¢ € Cper, there exists a unique ¥ = (—A;)"'¢p € Cper that solves —Apy = @, with ¥ = 0. In turn, the
following norm is introduced:

lell-1n = V(e (=4n)""0).

Therefore, the discrete norm || - | _; , is well defined for the error grid functions ef' and e3'.
The following theorem is the main result of this article.

Theorem 2.2. Given initial data &1(-,t = 0), ®,(-,t = 0) € Cger(.Q) and ®1(-,t = 0), Py(-,t = 0) € G, point-wise,
suppose the exact solution for ternary MMC flow (1.2)-(1.4) is of regularity class R. Then, provided At and h are sufficiently
small, and under the linear refinement requirement C;h < At < Ch, we have

1 £ - mp2) /2 2 L2022y
o el (%Ar > lIVie] ||2) < C(At+h?), eo=min(e], £3,63), j=1.2, (212)
m=1
for all positive integers n, such that t, = nAt < T, where C > 0 is independent of At and h.

Remark 2.1. The proposed numerical scheme (2.2)-(2.3) is based on the convex splitting for the free energy (1.1), which
in turn leads to an implicit treatment for the highly singular and nonlinear terms. Meanwhile, many linear numerical
schemes, such as the IEQ [48-52] and SAV [53-58] approaches, have been widely applied to various phase field models,
either with two-component or three components, either with or without fluid motion coupling. For the ternary MMC
gradient flow (1.2)-(1.4), the IEQ and SAV methods are expected to be applicable; an extension of the free energy is
required if the phase variable takes a value outside the range of (0, 1). The associated IEQ and SAV numerical schemes
will be linear, and a modified energy stability is expected. However, a theoretical justification of the positivity preserving
property will face a serious difficulty for these linear numerical schemes, due to the explicit treatment of the singular
nonlinear terms. In contrast, an implicit treatment for the convex singular terms is necessary to ensure the positivity-
preserving property of the phase variables; see the related nonlinear analysis in the related works [14,29,30,33,35,37],
etc.

Remark 2.2. The finite difference spatial approximation is taken in proposed numerical scheme (2.2)-(2.3), which in
turn gives second order spatial accuracy. Meanwhile, many high precision spatial discretization methods, such as Fourier
Galerkin spectral or pseudo-spectral approximation, have been extensively applied to various Cahn-Hilliard and other
related phase field models [6,48,49]. The advantage of the spectral method is associated with its exponential convergence
with a limited spatial resolution, which has been verified by extensive numerical experiments. For the ternary MMC
gradient flow (1.2)-(1.4), the Fourier spectral method is expected to be applicable. Meanwhile, due to the global nature
of the spectral spatial discretization, the unique solvability and positivity-preserving analysis of the spectral method is
expected to be much more challenging; in contrast, the positivity-preserving analysis for the finite difference scheme
(2.2)-(2.3) replies heavily on the local difference stencil structure, as revealed in [26]. A more detailed analysis of the
spectral numerical scheme will be reported in the future works.

3. Optimal rate convergence analysis in L(0, T; H; ') N L2%,(0, T; H})
3.1. Higher order consistency analysis of (2.2)-(2.3): asymptotic expansion of the numerical solution

By consistency, the projection solution @4 y, @, y solves the discrete equation (2.2)—(2.3) with a first order in time and
second order in space local truncation error. However, we should point out that this leading local truncation error will
not be enough to recover an a-priori L, bound for the numerical solution to recover the separation property. To remedy
this, we use a higher order consistency analysis, via a perturbation argument, to recover such a bound in later analysis.
In more detail, we need to construct supplementary fields, ®; »; and @; satisfying

&= Dy + At®j p, j=1,2, (3.1)
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so that a higher O(At? 4+ h?) consistency is satisfied with the given numerical scheme (2.2)-(2.3). The constructed fields
@; a¢, which will be found using a perturbation expansion, will depend solely on the exact solution @;.

In other words, we introduce a higher order approximate expansion of the exact solution, since a first order temporal
consistency estimate is not able to control the discrete L%, norm of the numerical solution. Instead of substituting the
exact solution into the numerical scheme, a careful construction of an approximate profile is performed by adding O(At)
correction term to the projection solution to satisfy an O(At?) truncation error. In turn, we estimate the numerical
error function between the constructed profile and the numerical solution, instead of a direct comparison between
the numerical solution and projection solution. Such a higher order consistency enables us to derive a higher order
convergence estimate in the || - |1, norm, which in turn leads to a desired || - || bound of the numerical solution, via
an application of inverse inequality. This approach has been reported for a wide class of nonlinear PDEs; see the related
works for the incompressible fluid equation [59-65], various gradient equations [66-69], the porous medium equation
based on the energetic variational approach [70,71], nonlinear wave equation [72], etc.

The following truncation error analysis for the temporal discretization can be obtained by using a straightforward
Taylor expansion, as well as the estimate (2.7) for the projection solution:

i — iy 1 adpy
LN I :M1A<— In—= —In(1 — &1 — &35 — 2x1397 y + (X12 — X13 — X23)®5
At My Mo W o o

, 2
2 VeIt g2 (WW) §<|V(1 — ot —orih) )

U036 (@2 18 Vol /T 36\ (1- o — g

&2 V(1 — @it — ol
7V : n+1 n+1
18 (1 - quN - ¢2,N )
PN —Phy moal L n Py
At 2 No No

)) + Atg® + 0(AE?) + O(h™), (32)

—In(1 - (pﬁvl - (pﬁvl) = 2x3Py y + (X12 — X13 — X23)P N
2
e2 [Voyy! &y (VngjV]) ﬁ(IV(l — oMl — o) )

_ £4(q)£,’.;.\]1)2 18 q§§jv1 36\ (1— (p?,—;—v] _ q)g’-;—vl )2

2
|

2,N
+1 +1
(1-@iy —P3n)

18

2 V(1 — (anrl _ ¢n+1
Sy. ( ( LN ))> + Atgl” + 0(A?) + O(h™). (3.3)

Here the function gj(o) is smooth enough in the sense that its derivatives are bounded in the | - ||;~ norm. In fact, gj(o)
turns out to be only dependent on the higher order derivatives (both spatial and temporal) of the projection solution
(®@1.n, P2.n), henceforth only dependent on the exact solution (&, @,), as indicated by the Taylor expansion and the
Fourier projection estimate.

The temporal correction function @; 4 is given by solving the following equations:

1 &4 D1 ar + Do,
0t P14t = M1A<ﬁo (p]jvt + a- ;’tuv — ;;N) = 2x13P1,ac + (X12 — X13 — X23)D2,

n ﬁ2|v¢1,N|2‘p1,At B ﬁZV(DLN “V&iar iV . <V¢1,Ar _ (pl,Atvq)l,N>
36 k. 36 o7y 18 D1 o7y

n ﬁ(ZIV(l — D1y — Do) (P14t + Do ar)
36 (1—®1n —Pon)?
2V - @8 — Pon) - V(Prac + ¢2,Ar))

(1— P18 — Pon)?

+ év _ <—V(¢1,At +Pra) | (Prac+ P2a)V(1— Py — ¢2,N)>) _g©
(1-= @1y —Pan) (1—@n — Pon)? t

18
1 &) A P14 + Do ac

0; D = MyA| — — 2x23®P - — (/]
t P2, At 2 <N0 Don +(1_¢1,N_¢2’N) x23P2, e + (X12 — X13 — X23)P1,A¢

S 2AVONPoa  #12VPoN - VPoa & (Vq)z,m B <1>2,Atvabz,~)

36 @3, 36 ?2, 18 Dy 2,

§(2|V(1 — Py — Do) (P14t + Prar)
36 (1— 1§ — DPon)?
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2V = @iy — Pon) - V(Prac + ¢2,At))
(1— Py — Pan)?

&3 —V(@1,ac + Poac) | (Prac+ Poar)V(1 — Py — Do n) 0)
V. _gz .

3.5
(1 =&y — Do) (1— Py — Pyn)? (3:3)

Existence of a solution of the above linear PDE system is straightforward. Note that the solution depends only on the
projection solution @; y. In addition, the derivatives of ®; ; of various orders are bounded. Of course, an application of
the semi-implicit discretization (as given by (2.2)-(2.3)) to (3.4)-(3.5) implies that

1
O — P A (3.6)
At '
1 P70y o+ D)
:M1A<ﬁ0 qa",“ + (1 _ o™ _ o) = 2x13P7 5 + (X12 — X13 — X23)P; o
1,N 1,N 2,N
2
2AVOIVI PN e 2V - VO e (wm _erivery
36 (¢?,-;—\Jl)3 36 (q)?,-;—\ll )2 18 q)?,-;—vl ((p?jvl)z
2
g2 2lV(1— @it — ol (@ + &3 2v(1 — o — of ) V(oL + )
36 (1— ol — o3 - (1— ol — o
B (V@I O (@1 ORIV - N -0l
TS ( n+1 n+1 n+1 n+1y2 ) — g, + Athi,
18 (1 - ¢1.N - (pZ,N ) (1 - (pl,N - (DZ,N )
oy — Pl
: 3.7
m (3.7)
e IRV R
:M2A<N—O ort T ;Dnﬂ - gb”“) = 2x23Py 5 + (X12 = X13 — X23)P] A
2,N 1,N 2,N
s 2Averrerh @ avely Vel 2 <w>;'zi B «psztw;ﬁ)
36 (@) 36 (@) 18 oyt (@)
2
g2 2lV(1— @it — ol (@ + &3)) 2V — o — oi ) V(e + )
36 (1— o™ — iy - (1- @} — oy
g2 —V(RI +@h) (@ + @3tV - o — @5) © .
+ 2V n+1 n+1 n+1 n+1y2 —8& +Athy.
18 (1 - ®1,N - (pZ,N ) (1 - (pl,N - ¢2,N )

Similarly, the function h; is smooth enough in the sense that its derivatives are bounded in the || - ||;c norm, and these
functions are only dependent on the higher order derivatives of @; 4, and @y (j = 1, 2), henceforth only dependent on
the exact solution (&1, @;).

Therefore, a combination of (3.2)-(3.3) and (3.6)-(3.7) leads to the second order temporal truncation error for &4, &,
(given by (3.1)):

qg?ﬁ _ qqu‘ 1 s 5 5 5 )
— = MA|l —1n 1 _ln]_q§n+1_¢n+l ) N _ _ én
At ! M, Mo ( 1 2 ) X13P7 + (12 — X13 — X23)9;

v 2 v v v 2
36

— 36‘(5)111-0—1)2 - 18 qv);z+l (-1 _ é;H—l _ qv§£1+1)2
2 Fn+1 Fn+1
&5 V(11— —o)) 5
5y. ( : : ) O(At?) + O(h™), 38
+ 3V (g gp, ) ) + 0040 + ot (38)

é2n+1 - ég 1 V;-H 3 n+1 3 n+1 3n xn
——= = MyA[ —In In(1— @77 — &;7) = 2x23P5 + (X12 — X13 — X23)P]
At No No

SN g (T, G- arr
36 (&’SH)Z 18 é;+l 36 (] _ qv)?+1 _ qv)g*'])Z
1 L+l
+ ﬁv. (V(l _fp;H _fpﬁ )
18 («1 _ @;H»l _ <p£1+1)

)) + 0(AE?) + O(h™). (3.9)

8
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In the derivation of (3.8)-(3.9), the following linearized expansions have been utilized:

. At PD;

In b = ll‘l(@ij + At¢j1At) =In DN+ (pijm + O(AtZ)v =12,
i N
In(1—&; — &) =In(1— @1y — Py — AtDy ac — AP ar)
D D
—In(1 = 1y — By ) — Ar—rA T Paac g0y
1—®1n— Dy
L2

Vo |[V(Pjn + At@j,AtNZ

(13].2 (Pjn + ALDj A )?

Vo, y|? Vo, *P; Voiy - V&;
= VPINE 0 VPN Diae g p VIIN Vo | a2y j= 1.2,
N Pin BN

Vo, V(P + Atd; Vo, Vo, @; A\ VP,

b _ (Djn + i At) _ IN A DRAL 4y J,Atz iN 0(A2),
@; Dj N + AtDj a DjN PjN Pin

. v 2

V(1 — @1 — &,)| _ IV(1 = &1 §y — Doy — AtPy a¢ — At¢2,At)|2

(1—d — &) (1= ®1n — Doy — AtDy ar — At Dy ar)?

VO =@din =N 2V(1 = Diy = Do) - V(@1 ae + Poad)

(1—®1n — Dy n)? (1-—®P1n8— (pZ,N)Z

2AtV(1 — @1y — P ) (P1,ac + D2, ae)
(1—- D18 — Do)
V(1—®1— @) V(11— Py — Doy — Aty 5 — ALd; 4)
(1= &1 —&y) (1= Dy — Doy — APy — AtDy 4¢)
V(- &8 —Pan) Atv((pl,m + D2 a¢)
1-&1y— DN 1-&1ny— DN
At(‘me + D22 )V(1 — Py — Pay)
(1 - &1y — DN )?

+ 0(At?),

+ +0(At3).

Subsequently, we introduce éj,N( -, t) =Py éj( -, t), the (spatial) Fourier projection of the constructed solution iﬁj into
[é’K, Jj = 1,2. A careful application of Taylor expansion in space yields the desired higher order consistency estimate for
@4y, P, in the fully discrete scheme:

I — 1 1 adi}
s ) B Fn+1 Fn+1 4 4
— - MIAh<ﬁ0 In My In(1— @' — &7) — 2x13P7 v + (X12 — X13 — X23)P3
v 2 v
~ ﬁAh(lvﬁ?E‘ ) - g .(Vhd’?,ﬁ)
360\t 18 A
v v 2 v v
& h(|vh(] — M — B ) ﬁv '<Vh(] — o _q)gj-\ﬂ))) e (3.10)
367\ (ap(1— @M — @2/ 18 Ny (1 — dr - B b
én+l _ é" 1 én+l . . . .
2N 2N A —In =2 —In(1 - ‘DT,J,Q] - ‘ngvl) —2x23Py y + (X12 — X13 — X23)P7
At No No
v 2 v
() d g man
36 (Ahqagjvl 2 18 Ahgp%]
Sn+l Fntly2 “n+l  Fntl
ﬁAh( Vi1 = @1 — P5 ) ) By . (V"(l — P — P ))> + (3.11)
367"\ (a1 — b — bt/ T 18\ g1 — BT — i) ’

with [|7{ ! Zyp, 15 -0 < C(AL + h2).
Remark 3.1. Trivial initial data @; a¢(-, t = 0) = 0 are given to ®; a; as (3.4)—(3.5). Therefore, using similar arguments as
in (2.8)-(2.9), we conclude that

. =8 vizo 512

¢}
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0 0
j‘N |9|/ i (s Bk dx_m'/ (-, dx_|9|/ d> dx = I Vk >0, (3.13)

in which the first step of (3.13) is based on the fact that qﬁj,N e BX, the second step comes from the fact that rf)j,N is the
projection of dv>j onto BX, and the third step comes from the mass conservative property of éj at the continuous level.
These two properties will be used in later analysis.

In addition, since <1V§j,N is mass conservative at a discrete level, as given by (3.13), we observe that the local truncation
error tj has a similar property:

rf“ = rg“ =0, Vn>0, j=1,2. (3.14)
Remark 3.2. Since the temporal correction function ®; 4 is bounded, we recall the separation property (2.6) for the exact
solution, and obtain a similar property for the constructed profile @; y:

Sy >80, Pan>80, 1—Piy— Doy >80, 38 >0, (3.15)

in which the projection estimate (2.7) has been repeatedly used. Such a uniform bound will be used in the convergence
analysis.

In addition, since the temporal correction function @; 4, only depends on &; v and the exact solution, its W'> norm
will stay bounded. In turn, we are able to obtain a discrete W1 bound for the constructed profile éj,N:

IVa®inlloo < C*, j=1,2. (3.16)
Remark 3.3. The reason for such a higher order asymptotic expansion and truncation error estimate is to justify an a-priori
% bound of the numerical solution, which is needed to obtain the separation property, similarly formulated as (3.15) for

the constructed approximate solution. With such a property valid for both the constructed approximate solution and the
numerical solution, the nonlinear error term could be appropriately analyzed in the H~! convergence estimate.

3.2, A rough error estimate
Instead of a direct analysis for the error function defined in (2.11), we introduce an alternate numerical error function:

P = PhdTy — o7, Py = Pudly — ¢y, Yme{0,1,2,3,..}. (3.17)

The advantage of such a numerical error function is associated with its higher order accuracy, which comes from the
higher order consistency estimate (3.8)—(3.9). Again, since 553" = &5" = 0, which comes from the fact (3.12)-(3.13), for

any m > 0, we conclude that the discrete norm || - ||_; j is well defined for the error grid function &Jm,j =1,2.
In turn, subtracting the numerical scheme (2.2)-(2.3) from the consistency estimate (3.10)-(3.11) yields
n+1 _ ¢
L = My AT (3.18)
At
n+1 ¢
2. 2 = M AI1MH+1 +T2n+1’ (3.19)
At
with
1 v .
At = Mo(ln & —Ing!™) = (In(1 — @7} — &35) —In(1 — ¢! — ¢3™))
— 2x1307 + (X12 — Xx13 — x23)¢5 + u’}? + ﬁgt], (3.20)
1 .
At = N—(ln &3t —Ingy™) — (In(1 — &L — &31) — In(1 — ¢! — 9571
0
— 2x2305 + (x12 — x13 — x23)0] + 5%+ st (3.21)
1 1 1 7n+1 4 1
= iAh(y(”Ah&"H _ \Y (¢n+ +¢n+ ) Vi ¢>n+ ) ~ ﬁv (V ¢n+1 B ¢>T+ Vhdﬁjv (3.22)
1,5 36 1 (A ¢n+1) 18 A ¢n+1 Ah¢?+]-'4h(p?jvl
+1 n+1 +1 Antly pHntl
P iA, (y(z)Ah&b"H Vi(@5 4 + ¢t - Vigh ) B ﬁv . (Vhd’nJrl B ¢y Vh®yy ) (323)
2.5 367" 2 (-Ahd);jvl) 18 Ah¢g+1 Ap ¢n+1A (pn+l :
2 V( 7n+1 +¢H+])
~ntl _ €3 3) n+l | ntl &3
=234 ( Ap(@T + ) Sy, ( )
M3¢S 36 h ((p ¢ ) 18 h Ah(] _ Tl+1 121+1)

10
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L (DR e = B - B G+ )
36 (An(1 — T — D312
&3 ( (@ + @5Vl — ST — B33 ) (3.24)
—_—— h v v bl .
18 An(1— @it — @b A1 = ST — D5
b A+ I Vet 395
g (Andl (A BT )
@ »Ah( n+1 + @5141:’1)|vh¢n+1| 396
TV 20
. 2
y(}) _ (2 ¢Tl+1 Tl+1 ¢‘11’HI;1‘1 ¢£H[:]1)|Vh( ﬂ+1 12’l+1)| (3 27)
(-Ah( n+1 Tl+l ) (Ah(] _ ®;lj—vl _ @S-}:Jl))Z
To proceed with the nonlinear analysis, we make the following a-priori assumption at the previous time step:
~ 7 7 ~ 5 5 .
g7 110 < At3 + 4, [1§fll2 < At? +hi, j=1,2. (3.:28)

Such an a-priori assumption will be recovered by the optimal rate convergence analysis at the next time step, as will be
demonstrated later.
Taking a discrete inner product with (3.18), (3.19) by ~"+1, ﬁg“ respectively, leads to

@ AT + (@5 BT 4+ At M VAZTTIE 4+ Mol Vi T I3)
= (@7, BT 4+ (@5, ATy 4+ Ac((T @YY 4+ (T B, (3.29)

Because of the mean-zero property (3.14) for the local truncation error terms, the following estimate is available:

G < g e 1V |t ”+‘||2]h+—||vh“”“||2, j=12 (3.30)

2 < M

For the two terms ( ’]1 ,11'11“) and ( ’21 ,11'2‘“) an application of the Cauchy inequality reveals that

n ~n+l an n+1 J ~nt1 .
(@ 1) < N1 l-1n - Va2 l2 < zMjm”“” I L+ ALV 12, j=1,2 (331)
Going back (3.29), we get
~ . . t
@ AT + (@rt ast < NI h + D512 p) + U2, + 2 ), (3.32)

T 2M AL 2M,
which M, = min(My, M3). On the other hand, the detailed expansions in (3.20)-(3.21) reveal the following identity:
(@ R + (@5 st
1 1 .
— ﬁ((ln q;?jV] ln ¢n+]) n+]> + Ni«ln @3#}»\’] ln (er»]) n+1)
0 0
_<(ln(1 _ é?l?-l%:ll (p;’Hl;J‘l) _ ln(l Tl+1 ;H—l)) Tn+1 + ¢Tl+‘l>
—2x13(07, 1Y = 2x23(8, 5T + (x12 — x13 — x23)((@5, PTT) + (T, P3TT))
+(ﬁ7t1, n+1) 4 (Mgtl’ n+1) 4 (Mgtl’ Zn+1 + ¢n+1). (3.33)

For the first nonlinear inner product on the right hand side, we begin with the following observation:
v 1 - 5
In d&?:"] In ¢ﬂ+] _ $¢)7+]’ with 0 < S < 1 between ¢11+1 and (p;l:;,\l]’

which comes from an application of intermediate value theorem. Since the bound 0 < £ < 1 is available at a point-wise
level, we conclude that

((In@H —In i), ¢*1) = 19713 (3.34)
Using similar arguments, we also obtain

((In®SH" —Inglth), 377) = 195713, (335)

—((In(1 — @7 — &y —In(1 — ¢+ — @3t 1)), ¢ + 45Ty = 11T + 513 (3.36)

11
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Moreover, since the discrete surface energy functional presented in (2.4) is convex, we conclude that
(TS (s @ + (a5 e 9l = (337)

Going back (3.33), we arrive at
( Tn+1 ~n+1>+(”n+1 ﬁn+l>

’Ml RN o)
= ”"’"“”z ||¢”“Ilz+ll¢"“ FrtU13 — axBMollgy 13 — —u«s"*‘nz
—4x23No||<?>3||2——||¢>"+1||2 —||¢"+1||2 iWH”z

(Xlz - X13— X23)2(M0||¢2 I3+ N0||¢>1 %)
7||¢n+1 15 + 7”9”“4rl 12 — (4x5EMo + (x12 — x13 — Xx23)*No)ll P} 113

—(4X23No +(X12 = x13 = x23)*Mo)lI5 115 (3.38)
In turn, its substitution into (3.32) yields

\%

7I|¢n+l|lz + f||¢”+1 3
< (4X13M0 + (12 = x13 — x23P NI T 13 + (4x33No + (x12 — x13 — X23)*Mo)lI @5 113

t
I At(lldhll n G312 0) + %y ey 2+ 112 ) (3.39)
*

Further1more ]a substitution of the a-priori error bound (3.28) at the previous time step results in a rough error estimate
for 11, pit1:

+

A 5 5
7 2 + 95l < C(At3 + hi), (3.40)

under the linear refinement requirement Cth < At < Gh, with ¢ dependent on My, Ng, x12, x13 and x23. Subsequently,
an application of 2-D inverse inequality implies that
C n+1 n+1 R R R
17 oo+ 135 e < (¢} ||2;- 65 112) < &(At} +hb), with & = CC, (3.41)

under the same linear refinement requirement. Because of the accuracy order, we could take At and h sufficient small so
that

A 8 8

Gi(At: +hi)< T so that 9] oo + 163 1o < 7. (342)
Its combination with (3.15), the separation property for the constructed approximate solution, leads to a similar property
for the numerical solution:

8 1 1
> 50 ot > 50 1—¢it! —git! > 50 for 8y > 0. (3.43)
Such a uniform || - || bound will play a very important role in the refined error estimate.

Remark 3.4. In the rough error estimate (3.40), we see that the accuracy order is lower than the one given by the
a-priori-assumption (3.28). Therefore, such a rough estimate could not be used for a global induction analysis. Instead,
the purpose of such an estimate is to establish a uniform || - ||, bound, via the technique of inverse inequality, so that
a discrete separation property becomes available for the numerical solution. With such a property established for the
numerical solution, the refined error analysis will yield much sharper estimates.

3.3. The refined error estimate

Taking a discrete inner product with (3.18), (3.19) by (—Ap) '@, (—Aw)'@5", respectively, leads to

(@I — @t Pty 1h+—<¢"“—¢2 OIN _ih + AT BT + (@5 BSTT)

My
At ~
= HWH’ mhy_ 1h+—< S N (3.44)
1 2

with the summation by parts formulas applied. The following identities are available for the temporal approximation
terms:
1 1 ~ ~ ~ ~ .
H,“’"H o o) = Z—M(W“ui],h — NG+ NG = @2y, G=1.2. (3.45)
12
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For the local truncation error terms, similar estimates could be derived:
1 n+1 Zn+1 1 n+12 Tn+12 .
E(Q R IR m(”fj 1290 + 16 1200), J=1,2. (3.46)
For the term (¢, A1) 4 (5!, A4*1), the expansion (3.33), as well as the inequalities (3.34)-(3.36), are still valid.
For the inner product associated w1th the concave terms, a standard Cauchy inequality is applied:
—2x13(¢1, #111) = 2x13||¢l [T/ P
144)(13

> — 0 V™2, 3.47
= 167171 144” frraasl b (3.47)
—2x23(85. §51) > 2xZ3||¢>2|| 10l Va2
144)(23 <41
> _ S0y i 3.48
= 16517 1. ]44” el (3.48)
(X12 — x13 — x23)((B5, &1T") + (@], @571)) (3.49)
36(x12 — X13 — X23)°,  ~ ~ e
> — 5 U2 + B30 ) — m(nvhqs"“nﬁ Vs ™ 113).

0

The rest works are focused on the estimates for the error terms associated with the nonlinear surface diffusion, as given

by (it '1”51 i), (RS @5, (5t @1t + @)1, the last three terms in (3.33). First, we look at the expansion for

(731, @1t1), which comes from the expression (3.22):

M*g], ?“) =L+bL+L+1, with

8 \v/ (¢n+1 + IH—]) \V/ 7n+1 B

b= S GO E), e (= o) Vidi ). 91")

36 36 (Ahgp”“)
. 8% vh&;H—l 2+ . eF (;bTHth)?j\ll St
13 = Vh . n+1 )’ 1 3 14 — T Vh . ﬁ 1 (3.50)
18 Any 18 Andy " An®@iy
It is clear that I; stays non-negative:

2
& ~ -

L= %(V“)Ahtﬂﬁ, At =0, (351)

in which the summation by parts formula is applied in the first step, while the fact that ! > 0 (given by (3.25)) is used
in the second step. Similarly, for the third part I5, an application of summation by parts reveals that

Vh¢n+l
3= 18[.4 ¢n+1’

in which the point-wise estimate 0 < d)”“ < 1 has been used in the second step. For the fourth part I4, an application
of summation by parts formula gives

I = %[ ~?J:+1V éii’;, h¢n+l:|
AT 4,
1w HOO-HM;,TN1 | IV e - 165 2 - 1V
< Clg 2(80) 2167 Iz - 1Vady Iz
< mnw“ 12, IV
< C(CTY (80 B2 1112 1h+—||vh¢>"“||2. (353)

In more details, the preliminary estimate (3.16) has been applied in ghe third step, combined the separation proper-

ties (3.15), (3.43); the Sobolev interpolation formula, ||q>"+] 2 < ||<])"+1 12, h ||Vh¢"+1 7, has been used in the fourth step;
the Young’s inequality has been applied in the last step. For the second term L, we begin with the following summation
by parts:

vh(¢n+1 + ¢n+1) ¢n+l
el (A}

L= A ¢"+1]. (3.54)

13
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Meanwhile, because of the fact ¢>”+1 03"}1 "“ , we are able to decompose —I, into two parts:
th) ¢n+1
— L =—hLq—L,, with - := —1[— “*’], 3.55
2 21— b 21°= g A, ¢n+1) Andp (3.55)
|V ¢n+1| ]
b= — [  And™ ] 3.56
2.2 36l 467 n] (3.56)

The bound for —I, ; could be obtained in a similar style as (3.53):

by =L HMW] [ 1o e - A e - 195
8% — T n+1 T n+1 C*Sz Tn+1 Tn+1
< 13 <(80) 21 4npT 2 - IV 2 < W (80) M@ 2 - VR Tl
C*e3(80) 2
< 7||¢”“||2 Va2
= CCYH o) ety 2o + 5 44||vh¢>”“||2. (3.57)
For the other part —I », we recall the || - ||, rough estimate (3.41) and the separation inequality (3.15), and arrive at
I < ‘9% 1 Tn+1 \v/ n+1
b < 5k HA o H AT e - VAT 3
g2
= 36 07 -G (ALT + h)| V2. (3.58)
In turn, if At and h are sufficiently small so that
C1(80) 2 1
At4 h4 3.59
36 ( +hi) = 144’ ( )
we obtain a useful bound
82 Jn+1
—Ly, < —|V . 3.60
22_144” Wi 3 ( )

A substitution of (3.57)-(3.60) into (3.54) leads to

—I < C(C*)*(So) T lIPT 12 1 5 + *IIVW"“IIZ. (361)

Finally, a combination of (3.51)-(3.53) and (3.61) results in
(s e = o ||vh<z>“+l I3 = 2C(C*)*(80) e Nb7 12 - (362)
The two other nonlinear surface diffusion error terms could be analyzed in the same style. The results are stated below;
the technical details are skipped for the sake of brevity.

(a5, "“)z—uw"“nz—za Y S0) B3 10512 1 b (3.63)

(5t e + gyt = —uvh(df‘“ G55 — 2C(C*(S0) B3l 4+ 5T I%
2
> —uvh( o1+ I3
—4C(C* Y (80) 23U I 1 4 15 1% 1 0. (3.64)

A substitution of (3.34)-(3.36), (3.47)-(3.49), (3.62)-(3.64) into (3.33) results in

@ AT + @yt Bsth

2
(||Vh 1S + Vagy T 13) — 4C(C*)4(80) (&% + &3 + )T 12 + 185712 0)

144

I \

— (X35 + %35 + Oz — x13 — x23PYUST1% 1 + 15112 5)- (3.65)
0
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A combination of (3.44)-(3.46) and (3.65) gives

( 15112 1h+fll¢"+1ll 1,;.)—( 1712 o II¢2|| 1h)

2
+20 AL VAG™ I + 11V 12)

36
kD At(1711% , + P51 1,,)+K At 2+ 18512 0)
1
+At< [ v ||¢>”+1|| 1,h>+At< v [Estam o ||r"+1|| 1,h), (3.66)

with «(V = 87()(%3 + X223 + (x12 = x13 — x23)7°), k@ = SC(C*)‘l(SO)_S(S% + &5+ €3).
0

In other words, we have
( (e 1h+7ll¢”+1ll 1,h> - <7II¢>1 1% 1h+ |I¢2|| 1h)

+ 36At(||vh o113+ 1IVRdsT3)

- ~ M1+ My
< kDAt + 165121 1) + (K@ + ﬁ) AT I+ 10571124 0)
1
My + M, n+1 n+1
+——A + 75 , 3.67
M, e 2, + 152 ) (3.67)
Therefore, an application of discrete Gronwall inequality leads to the desired higher order convergence estimate
2 n+1

M‘/Z 1B - + (%Arz IV ||2) <GA2+ ), j=1,2, (3.68)

based on the higher order truncation error accuracy, ||r"+] =1.n III”H l—1p < C(At? + h?). This completes the refined
error estimate.
Recovery of the a-priori assumption (3.28)

With the higher order error estimate (3.68) at hand, we notice that the first a-priori assumption in (3.28) is satisfied
at the next time step t"*1:

I/ - 1n < CCH(At? + h?) < At7 +hi, if At and h are sufficiently small, (3.69)
for j = 1, 2. For the second assumption in (3.28), we observe that the LZA[(O, T; H,}) error estimate in (3.68) implies that
CG(AL? +h?)

Atz

V! l2 < < CCy(At? 4 h?), (3.70)

in which we have used the linear refinement C;h < At < Gh in the second step. Moreover, since ¢"+1 = ~'21+1 =0, an
application of discrete Poincaré inequality implies that

167 12 < CIVA! 12 < C2Co(AL3 +h3) < Atd +h3, j=1.2, (3.71)

provided that At and h are sufficiently small. Therefore, both a-priori assumptions in (3.28) are satisfied, so that an
induction analysis could be applied. This finishes the second order convergence analysis.

Finally, the convergence estimate (2.12) is a direct consequence of (3.68), combined with the definition (3.1) of the
constructed approximate solution @;, as well as the projection estimate (2.7). This completes the proof of Theorem 2.2.

4. Concluding remarks

In this paper, we have established the convergence analysis and error estimate of a fully discrete finite difference
scheme for the three-component Macromolecular Microsphere Composite (MMC) hydrogels system, a ternary Cahn-
Hilliard system with a Flory-Huggins-deGennes free energy potential. The numerical scheme, proposed in [26], is based
on a convex-concave decomposition of the ternary phase field energy, with its positivity-preserving property and energy
stability available. The first order convergence in time and second order convergence in space have been proved in the
L5(0, T; Hh_] )ﬂLZAt(O, T; H}) norm. To overcome a well-known difficulty associated with the highly nonlinear and singular
surface diffusion coefficient, many non-standard estimates have to be involved in the analysis. The higher order asymptotic
expansion, up to second order temporal accuracy, has to be performed with a careful linearization technique. Such a higher
order asymptotic expansion enables one to obtain a rough error estimate, so that to the LY, bound for the phase variables
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could be derived. This LY, estimate yields the upper and lower bounds of the two variables, and these bounds ensure
a uniform distance between the numerical solution and the singular limit values, which has played a crucial role in the
subsequent analysis. Finally, the refined error estimate are carried out to accomplish the desired convergence result. It
is the first work to provide an optimal rate convergence estimate for a ternary phase field system with singular energy
potential.
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