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Abstract

This paper proposes a second-order accurate numerical scheme for the Patlak—Keller—Segel
system with various mobilities for the description of chemotaxis. Formulated in a variational
structure, the entropy part is novelly discretized by a modified Crank-Nicolson approach so
that the solution to the proposed nonlinear scheme corresponds to a minimizer of a convex
functional. A careful theoretical analysis reveals that the unique solvability and positivity-
preserving property could be theoretically justified. More importantly, such a second order
numerical scheme is able to preserve the dissipative property of the original energy functional,
instead of a modified one. To the best of our knowledge, the proposed scheme is the first
second-order accurate one in literature that could achieve both the numerical positivity and
original energy dissipation. In addition, an optimal rate convergence estimate is provided for
the proposed scheme, in which rough and refined error estimate techniques have to be included
to accomplish such an analysis. Ample numerical results are presented to demonstrate robust
performance of the proposed scheme in preserving positivity and original energy dissipation
in blowup simulations.

Keywords: Patlak—Keller—Segel system; second-order accuracy; unique solvability; positivity
preservation; original energy dissipation; optimal rate convergence analysis
AMS subject classification: 35K35, 35K61, 66M06, 66M12, 92C17

1 Introduction

As a classical chemotaxis model, the Patlak-Keller-Segel (PKS) system is often used to describe
the evolution of living organisms interacting with environmental signals [34}43]:

Orp =vAp — XV - (n(p)Ve),
00cp = pAg — ag + xp.

Here p is the density distribution of living organisms, ¢ stands for the density of the chemical
signals, v, u, and « are three positive constants, x denotes the chemotactic sensitivity, n(p)
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is the density-dependent mobility, and # > 0 describes how fast chemical signals respond to
living organisms. To address the confinement effect in a bounded domain €2, the PKS system is
prescribed with homogeneous Neumann boundary condition:

Vp-n=V¢-n=0, on 0. (1.2)

The PKS system describes the diffusion of living organisms and aggregation induced by chem-
ical signals. In particular, the nonlinear term —xV - (n(p)V¢) models organism movement to-
wards higher density of chemical signals. It is well-known that the solution of the classical PKS
system with 7(p) = p may blow up in finite time. Many efforts have been devoted to
mathematical analysis on blowup solutions [5},[29}30,41}/42,44]. According to the homogeneous
Neumann boundary condition , the total mass is conserved in the PKS system. There exists a
certain critical threshold value for initial total mass, by which the finite-time blow up solution and
globally existent solution can be distinguished [5,7.[8,33,40.{42]. In fact, the 2D solution exhibits
a critical-mass (87/x) phenomenon: initial data with subcritical mass lead to global existence,
while initial data with supercritical mass may cause finite-time blowup [7,[8,/17,|31]. Meanwhile,
in the 3D case, the solution existence becomes more subtle: blowup can occur for any positive
initial mass dependent on the initial concentration, with no universal threshold [51,52], although
global existence and boundedness can be established if the initial data is sufficiently small [35].
However, the density of living organisms does not blow up in reality, rather exhibiting density
peaks with difference of several orders in magnitude. Modified models with various n(p) have
been proposed to capture such a phenomenon [36].

Many numerical methods have been proposed for the PKS system in various chemotaxis ap-
plications [2-4,21},24.39,/4550,56]. The solution to the PKS system has several properties of great
physical significance, such as mass conservation, positivity for cell density, and energy dissipation.
Shen and Xu develop unconditionally energy-stable schemes that preserve positivity/bounds for
the PKS equations [45]. Based on the scalar auxiliary variable (SAV) approach, a high-order,
linear, positivity/bound preserving and unconditionally energy-stable scheme has also been de-
veloped in [32]. Based on the Slotboom formulation, a positivity-preserving and asymptotic
preserving scheme has also been constructed for the PKS system in 2D [39]. On the other hand,
second-order positivity-preserving central-upwind schemes have been developed for chemotaxis
models, by using the finite volume method [12] and discontinuous Galerkin approach [22,23].
An implicit finite volume scheme has been proposed in [24], in which the existence of a positive
solution is established under certain restrictions. Bessemoulin-Chatard and Jiingel have also con-
structed a finite volume scheme for the PKS model [4], with an additional cross-diffusion term
in the second equation of . The positivity-preserving, mass conservation, entropy stability,
and the well-posedness of the nonlinear scheme have been proved in the work. Zhou and Saito
have introduced a linear finite volume scheme that satisfies both positivity and mass conservation
requirements [56).

Because of the non-constant mobilities, the numerical design of a second order accurate in time,
energy-stable algorithm for the PKS system turns out to be very challenging. In this work, we
propose a novel second-order (in time) numerical scheme for the PKS equations. The standard
Crank-Nicolson approximation is applied to the chemoattractant evolution equation, while the
variational structure of the density equation is used to facilitate the numerical design. In more
details, the mobility function is computed by an explicit second order extrapolation formula, and
such an explicit treatment will be useful in the unique solvability analysis. On the other hand, a



singular logarithmic term appears in the chemical potential, and poses a great challenge for second-
order temporal discretization to ensure the theoretical properties at a discrete level. To overcome
this subtle difficulty, we approximate the logarithmic term by a careful Taylor expansion, up to the
second order accuracy. The unique solvability and positivity-preserving property of such a highly
nonlinear and singular numerical system is theoretically established, in which the convex and
singular nature of the implicit terms play a very important role in the theoretical analysis; see the
related works for various gradient flow models with singular energy potential [9-H11},18-20L54,55].
This approach also avoids a nonlinear artificial regularization term in the numerical design. More
importantly, a careful nonlinear analysis reveals a dissipation property of the original free energy
functional, instead of a modified energy reported in many existing works for multi-step numerical
schemes [32/45]. This turns out to be a remarkable theoretical result for a second order accurate
scheme.

It is observed that, a highly nonlinear formulation in the numerical system, which is designed
to accomplish certain structure-preserving properties at a discrete level, often poses a challenging
task for a rigorous convergence analysis. In this work, an optimal rate convergence analysis is
performed for the proposed second-order numerical scheme. Due to the non-constant mobility
nature, together with the highly nonlinear and singular properties of the logarithmic terms, such
an optimal rate convergence analysis for the PKS equations turns out to be a very complicated
issue. To overcome this difficulty, several highly non-standard techniques have to be introduced. A
careful linearization expansion is required for the higher-order asymptotic analysis of the numerical
solution, up to the fourth order accuracy in both time and space. Such a higher-order asymptotic
expansion enables one to derive a maximum norm bound for the density variable, based on a rough
error estimate. Subsequently, the corresponding inner product between the discrete temporal
derivative of the numerical error function and the numerical error associated with the logarithmic
terms becomes a discrete derivative of certain nonlinear, non-negative functional in terms of the
numerical error functions, along with a few numerical perturbation terms. Consequently, all the
major challenges in the nonlinear analysis of the second-order accurate scheme could be overcome,
and the associated error estimate could be carefully derived. To our knowledge, this is the first
work to combine three theoretical properties for second-order accurate numerical schemes for the
PKS system: positivity-preservation, original energy dissipation, and optimal rate convergence
analysis.

The rest of the paper is organized as follows. In Section 2, the PKS system for chemotaxis
is introduced, and the associated physical properties are recalled. Subsequently, a second-order
accurate numerical scheme is proposed in Section 3. Afterwards, the structure-preserving proper-
ties of the proposed numerical scheme, such as mass conservation, unique solvability, positivity-
preserving property, and the original energy dissipation, are proved in Section 4. In addition, the
optimal rate convergence analysis is presented in Section 5. Some numerical results are provided
in Section 6. Finally, some concluding remarks are given in Section 7.

2 Chemotaxis models

For the PKS system (1.1]), the following free energy is considered:

F(p.0) = [ [10(0) = xoo+ 5196 + 5°] da. (21)



For simplicity of presentation, the notation n(p) = f”#(p) is introduced. With an alternate repre-
sentation formula Ap =V - (f,%(p)Vf’(p)) [45], the PKS system could be rewritten as

1 oF

oF

00y = pAp — =——.
10 = pld —ap+xp=—= 3
The homogeneous Neumann boundary condition ([1.2)) is imposed for both physical variables.
In this work, we consider three typical choices of the entropy function f(p) and the corre-
sponding mobility function 7(p) (see the related examples in [2844,45]):

e (i) The classical PKS system:
n(p) =p, flp)=p(np—1), for pel=(0,00); (2.3)

e (ii) PKS system with a bounded mobility [47,48]:

n(p)zﬁpilwo» F(p) = p(lnp — 1) +rp?/2, for pel=(0,00);  (2.4)

e (iii) PKS system with a saturation density [16,127]:
n(p) = p(1=p/M)(M > 0), f(p)=plnp+(M—p)In(l—p/M), for pel=(0,M), (2.5)
where M is the saturation density.

For cases (i) and (ii), the solution of the PKS equations requires the positivity of the density
variable, while in the case (iii), a bound 0 < p < M is needed.

With homogeneous Neumann boundary condition, the analytical solution to has three
properties of physical importance:

e Mass conservation: the total density remains constant over time, i.e.,
/ p(t,x)dx = / p(0,x)dx, Vt>0;
Q Q
e Bound/Positivity: the organism density is positive, i.e.,
pt,x) €, if p(0,x) €I, for x € Q, Vt > 0;
e Free-energy dissipation: the free-energy (2.1]) decays in time [6}/13]

dF 1 SF\? 1 [/6F\?
dt:_/glf”(p) (%) o (5)

dx <0, for 8> 0.




3 The numerical scheme

3.1 Some notations

For simplicity, a cubic rectangular computational domain Q = (a,b)? is considered, with homo-
geneous Neumann boundary condition. Let N € N* be the number of grid points along each
dimension, and h = (b — a)/N be the uniform grid spacing size. The computational domain is
covered by the cell-centered grid points

o) = {at (- hat (G- Phat (6= i,

for 4,5,k =1,--- ,N. Denote by p; j and ¢; ;. the discrete approximations of p(x;,y;, 2k, -) and
&(zi, Y5, 2k, ), respectively.

The standard discrete operators and notations are recalled in the finite difference discretiza-
tion [49,53]. We define a uniform mesh with grid spacing h > 0: P ={p; | i =1,2,--- , N}, where
pi =a+ (i — %)h The following grid function spaces, with homogeneous Neumann boundary
conditions, are introduced:

€:={u:PxPxP—R \ UmN,jk = Ul4mN,jks UimNEk = WiltmN ks WijmN = UijltmNs
Vi, j,k=1,2,--- ,N,m=0,1},

W
C@Z{’U,EC@ ‘ ﬁzﬁz ui,j,k:O},
1,5,k=1
in which w; ;1 = u(ps,pj,px) is taken. Meanwhile, the average and difference operators in the

z-direction are given by

1
(fixr gk + figr)s Dafizrpjn = 7 (fix1k — fijr)

DN | =

Axfivrpojr =

1
ag fijk = 3 (fisrpojk + ficrjojin) s dafijr = 7 (fitrjogk — fimrjojik) -

Average and difference operators in y and z directions, denoted by A,, A., Dy, D, ay, a., dy,
and d,, could be analogously defined. The discrete gradient and discrete divergence become

Vifijk = (Dafisijojge Dyfij1ss s D fijrsys)
Vi fijk = dafi g + dyfiy,j,k + = fij ko

where f: (fa:, fy7 fz)7 with fzv fy and fz evaluated at (Z+ 1/27.77 k)v (%] + 1/27 k)? (iv.jv k+ 1/2)7
respectively. The standard discrete Laplacian turns out to be

Apfigr =Vn - (Vaf)ijx = de(Daf)ijk + dy(Dyf)ijr + d(Dzf)ijk-
Similarly, for a scalar function & that is defined at face center points, we have
Vi - (%JE)Z-J’]C =dy (gbfx)m,k + dy (gbfy)i,j,k +d. (%fz)i,j,k :
If f € 6, then Vj, - (DV},:) : € — 6 becomes

Vi (DVLS); 5 = da (DDaf); ji + dy (DDySf); 4+ de (DD2S); -
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For f, £ € €6, the discrete L? inner product is defined as
N
(£, =h* > fijnlijrs f €SB
i,5,k=1

Similarly, for two vector grid functions f; = (f%, f¢,f?), s = 1,2, evaluated at (i+1/2,5,k), (4,j+
1/2,k), (i, 7,k + 1/2), respectively, the corresponding discrete inner product is given by

[£,€) = (aa(fE), 1), €], = (ay(fE), 1),
[£,€], == (a=(£E), 1), [fi, fol == [T, f3 ) + LY, A3, + LE £3), -

In turn, the following norms could be introduced for f € @: || f||3 := (f, f), I£115 = ([f[7, 1), with
1 <p<oo,and || fll, :=maxi<;;r<n |fijkl- The gradient norms are defined as

IVafl2 = [Vuf,Vid] = [Daf. Dufly + [Dyf. Dyfl, + Dof.D:f),. ¥ fe%S,
IVafIE = [DufP. 1, + Dy fP. 1), + [ID-fP,1],, Vi€®, 1<p<co

The higher-order norms could be similarly introduced:

112 = LA+ IVAfI3, 171 = 112 + 1AFIE, Ve,

We now define a discrete analogue of the space H (). Consider a positive, scalar function
. For any g € 6, there exists a unique solution f € € to the equation

Qg f ==V (DVrf) =g,
with discrete homogeneous Neumann boundary condition
JmNjk = fiemN ks fimNgk = firtmNgs fijmn = fijitmn for i, j,k=1,--- N, m=0,1.

Then the following discrete norm could be introduced:

lglla-1 = 1/{9,@5 (9))-

In particular, if @ = 1, we have Q f = —A f, and a discrete || - |-, norm becomes

lgll—1.n = V{9, (=An)"1(9)).

Lemma 3.1 [25,|49,/55] For any ¢1, ¢2, ¢3, g € 6, and any f: (f*, 1Y, f?), with f*, fY and
f? evaluated at (i +1/2,5,k), (4,5 + 1/2,k), (4,4, k + 1/2), respectively, the following summation-
by-parts formulas are valid:

—

(61, Ty = =[Vaor. fl. (62, Vn (9Vns)) = —[Vida, () Vs,

where the vector dn(9)Vis = (AzgDa¢s, AygDy¢s, A-gD.¢3).



3.2 Second-order accurate numerical scheme

We consider uniform temporal discretization with a time step size At, and define time steps
t, = nAt, tn+% = nAt + %. Denote by ij,k; and <;5Zj7k the approximations of p(nAt, z;, y;, 2i)
and ¢(nAt, x;,y;, z) for i, j,k =1,--- , N. Moreover, denote by p™ and ¢" the approximate grid
functions.

To derive second-order temporal discretization, we start with the following approximation

oF fp"h) = f(p™) n+1/2
57 n+l _ n B X(ﬁ :
p t=tp 112 P p
By a third order Taylor expansion, one obtains
57F 75n+% _ X¢n+1/2’
op t=tni+1/2

where

1 n 1 n (e} n 1 n n n
Sn+2 _ f/(p +1) _ if”(p +1)(p +1 —p )+6f///(p +1)(p +1 —p )2'

A third order expansion brings several crucial advantages in preserving structure properties of the

analytical solution to the PKS system. With such an approximation, we propose the following
second-order accurate numerical scheme

s [ Tl i St e
GW =A™t E — ag"E 4 "3, (3:2)
where the mobility function at ¢, 1 namely m, is approximated by using
= (Cor - L e an), (33)
to ensure both the positivity and a higher order consistency, and the stabilization term X eAt (pnti—

p™) is introduced to establish the unique existence of the solution to the nonlinear scheme. See
Section M for more details.
Define two linear operators

0 a 0 )
4 — 4+ - — A Fo=———+=
'TA T2 T T
where &y is invertible. In turn, the proposed numerical scheme could be rewritten as
pntl — pn 1 ( ntl X cp—1 X’ —1 X
v |-V Sz—(fgsgnfsg g Xgn
Al hf”( )h 51 2¢+41p+2¢
ZAt 3.4
40
g ¢n+1 _g ¢n 2( 7Z+1+p )7
with G, = TgAt — —Fjl . The nonlinear scheme supplemented with homogeneous boundary

conditions results in a nonlinear system.



Remark 3.2 A stabilization term %(;}"H — p"), instead of %(pn‘H —p") in , could
be used in the numerical scheme for a small positive 0, and the theoretical analysis on structure-
preserving properties and convergence could still go through. In the case with 6 = 0, the stabiliza-
tion term becomes %(p’”rl — p™), and the proposed numerical scheme is reduced to a first-order
accurate one with provable structure-preserving properties.

Remark 3.3 Since the proposed numerical scheme is a three-level algorithm, we need an accurate
approzimation to the living organism density variable at a temporally “ghost” point approximation,
namely p~1, which such an approximation to the chemical signal density variable is not required.
A careful application of predictor-correction approach could be applied to accomplish this goal.
For instance, a rough predictive numerical solution at the first time step by using the two-level
semi-implicit scheme [45]:

pt=p" 1 oAty Xa0 a1y X a0
=V (g U 70D = 5@+ 8 + 36 -] ),
i1 40 R R R
07 = b —0d + X0+ ) - X3 - ),

where p?7j7k = p(0, 24,95, 2k), ¢?,j,k; = ¢(0,2,95,2), 1,5,k = 1,--- ,N. In fact, (ﬁl,ggl) is an
O(At2 + h?%) approzimation to the exact solution at time instant t* = At, which comes from a
single-step numerical approrimation. Subsequently, a more accurate correction process is carried
out: we take an average of p* and p° to approximate ﬁ%, and implement numerical scheme

~

at n =0 to obtain (51, qgl), and use %Ql — %po to approximate ﬁ%, and implement numerical

scheme atn =1 to obtain (52, gZ;Q) Again, since these computations correspond to finite

time step algorithm, we see that (fﬂ, gZ;J) are indeed O(At® + Ath?) approzimation to the eract
solution at t/, 7 = 1,2. In turn, a third order extrapolation formula, p~' = 3p° — 3/31 — 3;32,
p~2 =6p° — 851 + 3&2, gives an O(At3 + Ath?) approzimation to the living organism density
variable at t~1, t72, respectively. Such an approzimation will be useful in the later convergence
analysis.  Of course, with an accurate approzimation to p~', the initialization process for the
proposed three-level numerical scheme is completed, and the numerical values of (p?, ¢’)
(7 > 1) could be obtained by the solution of the numerical algorithm.

4 Structure-preserving properties

In this section, we prove the mass conservation, unique solvability, positivity-preserving properties
of the second-order numerical scheme, as well as an unconditional dissipation of the original free
energy functional, at the discrete level.

Theorem 4.1 (Mass conservation) The second-order accurate numerical scheme re-
spects a discrete mass conservation law:

<pn+17 1> — <pn’ 1> )

Such a mass conservation identity is obtained by applying the summation on both sides, and the
discrete homogeneous Neumann boundary conditions have been used.



The free energy is discretized as
n o on\ __ n n Jn 12 ni|2 a n (|2
En(p",9") =7 (f(p"): 1) = x (0", 6") + S1Vae" 2 + S 16" 2, (4.1)

which turns out to be a second-order approximation to the continuous version of the energy.
Meanwhile, the following monotonicity property is needed in the unique solvability analysis.

Lemma 4.2 The linear operator Gy, satisfies the monotonicity condition:

(Gn(m) — 6n(n2),m —m2) >0, for mi,m € 6. (4.2)

Furthermore, the equality is valid if and only if 1 =0, i.e., n1 = n2, if Th = T2 = 0 is required.
Therefore, the operator €y, is invertible.

Proof Denote a difference function 7 =n; — 1o € 6. Since G, is a linear operator, we have

XQAt 5 X2

Gn(m) — Gn(n2) = Gu(7) = w0 nglﬁ- (4.3)

Taking a discrete inner product with (4.3) by 7 yields

2 2
o XCAt X e -
(Gn(), 1) = = ills = S (L1 7,7) - (4.4)
40 4
From Appendix B, we have
2 2
X /= cp—1x XAt o
— < — . .
(L) < == lllls (4.5)
Consequently, a combination of (4.4]) and (4.5) leads to
(6n(7),1) = 0. (4.6)

In addition, the equality is valid if and only if 7 = 0, i.e., 71 = 12. The proof is complete. |

Moreover, a discrete maximum norm bound of the operator @;1 is also needed in the later
analysis.

Lemma 4.3 Assume that v € 6, ||[V]e < Ca, and f € B satisfies f > fo > 0 (at a point-wise
level). The following estimate is available:

|07 Wlloo < Cafy'h2,
where C3 > 0 only depends on  and Cs.

Such an estimate has been established in Lemma 3.2 of the work [11] for periodic boundary
conditions. The proof is omitted for brevity. Interested readers are referred to another previous
work [15] for the details involving homogeneous Neumann boundary conditions.

The positivity-preserving and unique solvability properties are proved in the following theorem.
For simplicity of presentation, the classical PKS system, with f(p) = p(In p—1) (as given by (2.3)),
is considered in the theoretical analysis. In turn, we get f'(p) = Inp, f"(p) = % and " (p) = — 5.
An extension to the PKS system with a bounded mobility and a saturation density
would be straightforward.



Theorem 4.4 (Existence, uniqueness, and positivity-preserving property) Define CI. =

min
1<ZIIJ11/§1<N/)Z,] i Chhax = 1<?}%<;X<pr p and ||qb”HOO < M. Gwen CF, > 0, there exists a unique
solution to the second-order accurate scheme , such that
pfj; >0, for i,j,k=1,2,---,N. (4.7)

Proof The numerical solution to the proposed algorithm (3.143.2)) is equivalent to the minimizer
of the discrete energy functional:

F'(p) =5llo=p" 12+ (p+zp"Imp—1)+7( (") =) —37(p1)
2At o 6
p

6p 3
- 22 (p. 27 p) + X Atllsz (4.8)
over the admissible set
K= (o0 < pin <& o) = @ dgk= 10 N Q0= (), g T

Consider a closed subset K 5 C Kj:

Kps = {p‘& < pijk <E—6, |(12‘<p,1> = QO, i,5,k=1,--- ,N}, o€ (O,g).
Obviously, Kj, 5 is a bounded, convex, and compact subset of Kj. By the convexity of §", there
exists a unique minimizer of " in K 5.

Suppose that the minimizer of ", p*, touches the boundary of Kj, s. Assume that there exists
a grid point &y = (4o, jo, ko) such that pgo = ¢, and a grid point @; = (41,71, k1) such that the
maximum of p* is achieved. It is clear that the maximum value p% is larger than the mean value
Q°, and the minimum value P, 1s less than QY i.e.,

pgl ZQO) pgo SQO'
Consider the following directional derivative

fim F(p* +td) — F"(p")
t—0+ t

1 ) 5p"  (p")? 2
— o). d * _ )2y
At <®pn+1(p P )7 >+7< 6 * 6(p*)2 37

2 QAt

with the direction
d = 04,i905,jo Ok ko — 04i1 05,51 Ok s »

10



where 6 1, is the Kronecker symbol. Clearly, d € 6. In turn, the directional derivative becomes

Lo F et +td) — F°(p")

h3 1o+ t
:Alt@ﬁnl% (p* = P")ay — Alt@pnﬂ% (p* = Pa, + (6np")ao — (Gnp")a
50" n\2 50" n\2
(g + 2 - ggpgy)% (w2 6<5p3)2>&1 (4.9)
s s N
Define C},. = - kmax pijx and Oy = Z]krillm ’szfj?k. Since p; =6 and py > Q°, we have
Bt ()2 o, 0" (0")?
! [m(p o 6(0*)2]&0 - [m(p A 6(/)*)2}&1 (4.10)
<vIng + g:;rllax B (irggn) Q0+ 7((;(051;;2)2

With a similar analysis technique as in Lemma one can derive that ||€;p"||cc < M1/2 with
|p*]|co < &, where M is a constant independent of §. Then we have

(6np")do — (Gnp*)a, < M. (4.11)

On the other hand, the operator %21_1552(?” X LT Lon 4 Fo" + X49Atp” is linear with respect to
¢" and p". Subsequently, the a-priori assumptlons P |oo < Clox and [[¢"]|co < M}, indicate
that

2 2
Xep—1 n, X op-1n, X mn, X n
Xcp1 X optn, X X (412
[ Ap— n A cp—1 n A n A n < M.
<2$1 $2¢+4$1p—|—2¢ +49p>q_ 2,
where My is another constant independent of §. By the bound ||p* — p"||cc < &+ ClL.., We get
©n+1(p —p )&0—®n+1(0 —p")a < 2Ms, (4.13)
where M3 is a constant dependent on C’Qlax, At, h, Q, &, and Lemma has been applied.
Substituting (4.10)), (4.11)), (4.12)), and (4.13) into (4.9)), we obtain
711 j (p + ) 5: (p)<2(At) 1M3—|—71n5—|— Y max+M1+M2
h3 +—o+ t 60 (4.14)
— (Crrrlun) 1 QO (Or?lax)z .
662 6(Q0)?
For any fixed At and h, the value of ¢ could be chosen sufficiently small so that
B Cn (Cn ) (Cn )2
2(At) " M3+ 1nd max _ _oming QY+ B 4 My + M < 0. 4.15
(At) 3+vn+ =5 o5 Q"+ 6002 + My + M, < (4.15)

11



Therefore, the following inequality is valid:

lim F"(p* +td) — F"(p*)

t—0+ t

<0. (4.16)

This is contradictory to the assumption that p* is the minimizer of ™.

Similarly, we are able to prove that the minimizer of ¥" cannot occur at the upper boundary
of Kj, s. In fact, if this occurs, there must be a grid point, at which the value of p* approaches
zero. A contradiction could be obtained in the same manner as above. Therefore, the global
minimum of ¥" could only possibly achieve at an interior point, i.e., p* € Kh,é - Kh as 0 — 0.
Since ¥ is a smooth functional, there must exist a solution p* € Kh,(s C HO{h, satisfying

li P+ td) — F"(p")
t—0+ t

= 0. (4.17)

As a result, there exists a positive numerical solution p* to the numerical system (3.143.2). The
uniqueness of the numerical solution is a direct consequence of the strict convexity of the discrete
energy functional $"(p). |}

Theorem 4.5 (The original energy dissipation) The second-order numerical scheme
respects a dissipation law of the discrete free energy (4.1):

1 1 1 0 Y2At
n+1l n o _ n+ n+s1 _ 2 NAan+l _ np2 n+17n2<

Rt S = At O W Gl = e - g <o

(4.18)
2
with V™3 = 4§73 — X(mHL 4 gn) + X0t — ),
Proof Taking a discrete inner product with 1) by Atv”+%, we get
1
(" = g0 ) = — AUV, Wy, (4.19)
(e
For any function H(-) € C*(R), the following Taylor expansion is valid:
1
H(x) =H(y) + HY(y)(z — ) + 5 H? () (2 — y)?
1 1
+ s HO W)@ =) + 5 HY )@ = 9)*, Yo,y €R,
where 7 is between z and y, and H®)(y) = %”T’j forp=1,2,3,4. If H(4)(n) > 0, one has
W () — L@ {E) 2
H(y) — H(z) < ( HV(y) = 5B W)y —2) + cH I ()(y — 2)° ) (y — 2).
Choosing H(p) = f(p), we have
<p +1_P y U +2> Z’Y<f(p +1)_f(p )71>_§<p +1_p 7¢ +1+¢ >

(4.20)

2
XAt g
+ =g e P13
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On the other hand, taking a discrete inner product with (3.2) by —(¢"*! — ¢"), we have

4 7
—Ktqu”“ - "3 =3 (IVae™ 12 = Vo™ ?)
« X
+ 5 (™ = e"[17) = 5 (o™ + o™, o™ = 7).
Moreover, the following equality is valid:

_% <pn+1 _ pn7¢n+1 + ¢n> _ g <pn +pn+17¢n+1 _ ¢n> =—x (<pn+1’¢n+1> _ <pn’¢n>) . (422)

A combination of (4.19)-(4.22)) leads to the energy dissipation inequality (4.18]). [ |

Remark 4.6 Structure-preserving properties, such as the unique solvability of positive numerical
solution (4.7)) and the original energy dissipation (4.18]), can be analogously proved for the PKS
system with a bounded mobility (2.4)) or a saturation density (2.5)).

(4.21)

Remark 4.7 If the free energy contains both the convexr and concave parts, some existing works
have reported a modified energy stability analysis for various second order accurate, multi-step
numerical schemes [10,20,(32]. However, these reported stability analysis is in terms of a modified
discrete energy. In comparison, the stability estimate (4.18)) is in terms of the original free energy
, which turns out to be a remarkable theoretical result that has been rarely reported.

5 Convergence analysis

Let (¢e, pe) be the exact solution to the PKS system [7,26,51,52]. In fact, for a gradient
flow equation with a logarithmic energy potential, its regularity relies heavily on the separation
property, i.e., a uniform distance between the solution away from the singular limit value of 0,
namely pe > €* > 0 in the PKS system. For example, in terms of the 2D Flogy-Huggins-Cahn-
Hilliard equation, in which the energy potential takes a very similar form as , the separation
property for the phase variable has been justified at a theoretical level [1,/14]. As a result, the
higher order regularity estimate (in addition to the free energy regularity) for the 2D Flogy-
Huggins-Cahn-Hilliard equation could be easily derived with the help of this separation property,
so that the global-in-time smooth solution becomes a straightforward consequence. On the other
hand, such a uniform-in-time analysis for the PKS system is expected to be much more
challenging than that of the Cahn-Hilliard equation, due to the lack of a regular surface diffusion
part in the free energy expansion. In turn, a global-in-time separation property and the smooth
solution analysis have not been theoretically established. Meanwhile, although a global-in-time
solution has not been theoretically available, one could always derive a local-in-time smooth
solution with a sufficient regular initial data, with the help of local-in-time analytic tools. Since
the convergence analysis and error estimate are always local-in-time, it is natural to assume a
local-in-time exact solution with sufficient regularity, as well as its separation property.
The following regularity assumption is made for the exact solution:

be, pe € R := H®(0,T;C(Q)) N H5(0,T;C*Q)) N L>®(0,T; C%(Q)).

In addition, the following separation property is assumed for the exact solution, for the convenience
of the analysis:
pe > €%, for some €* > 0, at a point-wise level.
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Define py := Pnpe(,t) and ¢n := Pnoe(-,t) as the Fourier Cosine projection of the exact
solution into P¥, which is the space of trigonometric polynomials spanned by cosine functions in
x, y, and z, with degree up to K (with K = N — 1) defined by

kemx k,mz

k
P = span {COS(b — a) cos(byﬂy ) cos(

—a —a

) ngx,ky,kng}.

See more details in our previous work [15]. The following projection approximation is standard,
for (¢e, pe) € L>(0,T; H™(Q?)), with m e N, 0 < k <m:

- e e8] . SChm_k e o0 H™)
lon — @ell oo (0,11 | Pell Loo (0,751 (5.1)

—k
lon = pell oo 0,2y < CR™ "l pell oo (0,1500m)-

Notice that the Fourier Cosine projection estimate does not preserve the positivity of the variables,
while we are always able to take h sufficiently small (corresponding to a large N) so that

0 >7
e .
N_2

Denote by ¢% = ¢n(-t,) and p% = pn(-,tn), with t, = nAt. Since p% € PK, the mass
conservative property is available at the discrete level:

_ 1 / 1 —
pr=— [ p(-, ty)dx = / p( th_1)dx = pn~1 for n e N*.
0 Ja 1l Jo"

On the other hand, the numerical solution of the second-order scheme (3.113.2]) is also mass
conservative at the discrete level:

pr—1=p7 for ne N
In turn, the mass conservative projection is made for the initial data:
d)o = Q)hqs]\/(at = O) = ¢N(pl7p]7pkat = 0)7
pO = gbhpN(at = O) = pN(pZapjapk‘vt = O)a

where %, is an interpolation operator that restricts a continuous function in %% onto its value
on the discrete grid (x;,y;, z). Accordingly, the error grid functions are defined as

eg = Prdy — ", e = Pppy —p", neN. (5.2)

n __

» =0, for n € N, so that the discrete norm

As indicated above, one can verify that ég =0, e
| - l|=1,n is well defined for the error grid functions.

The following theorem is the main result of this section.

Theorem 5.1 Given initial data ¢e(-,t = 0),pe(-,t = 0) € C%(Q), suppose the evact solution
for the PKS system 1} is of reqularity class R. Let €y and e be the error grid functions

14



defined in (5.2). Then, under the linear refinement requirement Ah < At < X\oh, the following

convergence result is available as At,h — 0:

n—1 1
leplly + (8t 3 19a(el + ek 1)
k=0
n—1 1 (53)
el + IVacllz + (A6 Ak +efIE) " < C(AL +4%), neN,
k=0

where t, = nAt < T and the constant C' > 0 is independent of At and h.

5.1 Higher-order consistency analysis

The leading local truncation error will not be sufficient to recover an £°° bound of the discrete tem-
poral derivative of the numerical solution, which is needed in the nonlinear convergence analysis.
To overcome this subtle difficulty, we apply a higher order consistency estimate via a perturbation
analysis [37,38]. Such a higher order consistency result is stated below, and the detailed proof
follows a similar idea as in [3§]. The technical details are skipped for the sake of brevity.

Proposition 5.2 Let (¢c, pe) be the exact solution to the PKS system (1.1 and (¢n,pn) be its
Fourier Cosine projection. There exists auziliary variables, ai1, Oat2, Oh1s PAL1s PAL2> Ph,ls
so that the following expansion profiles

¢ =on +Pn (APdar1 + At dars + BPon 1),

p=pn+ Py (APpars + At pass + hPpp 1) (54)
satisfy the numerical scheme up to an O(At* + h*) consistency:
N e
$ X )|+ e
v . 10 . (5.5)
ST =) = e (7 = ) = G (O =
¢"H ot —gn ntl

MAh(an—f—l +(Z)n) . (¢n+1 +¢n)

— ~n+1 ~n
Az 5 X +p)+T¢ ;

2

1 1
with ||7'§+§||2, HT:;+5||2 < C(At* + h*). The constructed variables GAL1, PAL2, Ohls PALL, PAL2,
ph,1 solely depend on the exact solution (¢e, pe), and their derivatives are bounded.
(1) The following mass conservative identities and zero-mean property for the local truncation
error are available:

pOEp()’ pin:ﬁ7 neN?

=n 1 = L 50 0

ot =— [ p(-,ty)dx Tl pdr=p% neN, (5.6)
€ Jo €2 Jo
1

T:+2:0, neN
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(2) A similar phase separation property is valid for the constructed p, for some £* > 0:
p>e*>0. (5.7)

(3) A discrete W bound for the constructed profile jp, as well as its discrete temporal deriva-
tive, is available at any time step t*:

15500 < C* VR e < C*, |IF = oo < C*AL, | Va(8" — 5" )|l < C*AL. (5.8)

5.2 A rough error estimate

Instead of analyzing the original numerical error functions defined in (5.2), we consider the fol-
lowing ones

P = PRt — ¢", =Pt — p", neN. (5.9)

For the convenience of the notation, the following average numerical error functions are introduced
at the intermediate time instant ¢ e
2

3 1 3
~n—1 n n—1\2 8\ 2
= ((Cp = Zp —|—At>.

Subtracting the numerical scheme (3.143.2)) from the consistency estimate (5.5)) yields

~n+l _ ~n ~ 1
= (b 29nemth 4 prr e, Tt ) 4, (5.10)
R A P @ - iy X5 5 nts
b = GAWG ) = ST G+ ST ) (51
where
2
B 1 - 1 X ~ ~ X At - ~
,U’VL+2 :r}/Sn+2 — §(¢n+1 + ¢n) + W(pn—’—l - p”)?
SnJr% —ln( vn+1) N ln( n+1) _ L(~n+1 . ~n) 4 L—H(vn+1 o vn)
=1In(p p 2+l P p 2pn+1pntl P
5.12
- [v)n-i-l B pvn + pn+1 _ pn(~n+1 B ~n) N (pvn—i-l + pn+1)15n+1(vn+1 B vn)2 ( )
6(pn+1)2 P 6(pnth)2(prtl)? ’
§ . . 2At
Yt —y§rts — g@nﬂ +¢") + %( " — ).

A discrete Wi’oo bound could be assumed for °V"+%, due to the fact that it only depends on
the exact solution and the constructed profiles:

1
| te ||W}1,oo < C*. (5.13)
In addition, we make the following a-prior assumption at the previous time steps:

~ v 15 15 oy — SO 11 11
17" 2, 16712 < AtT + R, (15" o, (157722 < AT + A7 (5.14)
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Such an a-priori assumption is valid at n = 0, as indicated by Remark In addition, this
assumption will be recovered by the optimal rate convergence analysis at the next time step, as
will be proved later. Thanks to the inverse inequality, the W,i’oo bound for the numerical error
function is available at the previous time steps:

~k A 11 11 .
HﬁkHOOS C||P3 I = < t43+h4) < C(Ats +h4)§i,
h2 h2 9
k 5 (5.15)
211"l 0o Atz ha
1937 oe < ‘th <4 4h+ D<ot +ahy <1,

where the linear refinement constraint A1h < At < Ash has been used. Subsequently, combined
with the regularity assumption 1' a W;’OO bound for the numerical solution could be derived
at the previous time steps:

*

k K ~k & >
< <C =Cy, k=n,n—1,n—2,
10" [Joo < 15" [loo + 117" |loo < + 9 0 n,n " (5.16)

IVartlloe < IVRA oo + IVrA" oo < C* +1:= Co.

Its combination with the separation estimate for p results in a similar separation property for the
numerical solution at the previous time steps:

kaﬁ”—HﬁkaZ% k=n,n—1n—2 (5.17)

Moreover, the discrete temporal derivative of the numerical solution at the previous time steps
has to be bounded, for £k = n,n — 1,7 — 2, and such a bound will be useful in the later analysis:

~ ~fo— ~ ~k— 5 5
17 = 7" Moo < 118" llc + 17"l < C(ALT + hT) < AL,
1P* = "Moo < 118" = " oo + 15" = 7"l < (C* + 1AL = CoAt, (by (B3)).

The following preliminary estimate will be used in the later analysis; its proof is based on
direct calculations. The details are left to interested readers.

(5.18)

Lemma 5.3 The following bounds are valid at the intermediate time instant ¢, 1:
2

Ut - 2ol 3, - 1.
<p"r2 <Co, [Pz )la < SHIP" 2 + §||p" iz + At (519)
el 1 3 _ 1, .- _ ~ .
1575 = 5 o < 510" = 7" oo + 50" = 0" oo + 221 < 2CoA,

Before proceeding into the error estimate, a rough bound control of the nonlinear error inner
products, namely, (p"T1, vS""2), is necessary. A preliminary estimate is stated in the following
lemma; the detailed proof is provided in Appendix [A]

Lemma 5.4 Suppose the assumptions of the reqularity requirement (5.8)), phase separation ([5.7))
for the constructed approzimate solution (0,0), and the a-priori assumption (5.14) hold. In addi-
tion, let Y™ be an another error function with |[¢Y"||cc < h. Define the following set

K ={(i,5,k): pijx> 20" +1}, (5.20)
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and denote L* := |K|, the number of grid points in K. Then there exists a constant Cy dependent
only on €%, v, Cy and C* such that

~n, n n Cr * X ~n n
(P S E ) > LR = OO E A+ ") (5.21)

In addition, if L* =0, i.e., K is an empty set, there exists a constant C3 dependent on C* and
such that .
(FHL A8 ") > Call 5 E = o183 + 19 13)- (5.22)

The following proposition states a rough error estimate.

Proposition 5.5 Based on the reqularity requirement assumption (5.13|) for the constructed pro-

file °I/”+%, as well as the a-priori assumption 1) for the numerical solution at the previous
time steps, a rough error estimate is available:

15 |2 < A + 3. (5.23)

Proof We divide the proof into three steps: (1) establish an upper bound for <ﬁ”+1, 6”+%>; (2)

establish a lower bound for { p"*!, gnts >; and (3) combine the bounds obtained in steps 1 and 2
to get the rough estimate ([5.23)
Step 1. Taking a discrete inner product with 1' by 7"+7 leads to
ol ~nad bl omdl o mddy S am ~ptl n+s il
(PP TRY + AR(p" T2 VLT, VR TRY =(5", 00T 2) + At(r, 2,07 2)

D X ) (5.24)
— ATV, V02,

Applying the separation estimate |i for the mobility functions /3’”%, we obtain the following
inequality:

ntl o el L € U
(P2, ", Vo) > Euvhv“% 2. (5.25)
By the mean-free property for the local truncation error terms, the following estimate is obvious:

+1 ~ n+ ~
(55,58 < o \Ith"+2||2<*IITp 2quﬂr*\lvhvnﬂll2 (5.26)

An application of the Cauchy inequality reveals that

~n ~n4+Li ~ ~n+1 ~
(6", 0" 2) < |p" |1 VA" 22 < 162 00+ = AtHVh "3, (5.27)

*At

Using discrete Holder and Young’s inequalities for the last term on the right hand side of (5.24)),
we have

(P V) < VTR oo 57 - [V
< CH5" 2|2 - (VAT Rl

w3 L . (5.28)
_c(ﬂpm+ﬂplm+mﬁwwh+w2

< O (317713 + 15" 13 + AF) + S 9 B,
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where C’l = 4(0:)2

. Therefore, a substitution of (15.25|-|5.28I) into (I5.24I) gives

~rn+

(FL T E) +

2At
p il

1,h

P

3 <l
L MBI+ 17 + A

(5.29)

Step 2. The numerical error for the evolutionary equation (5.11)) is equivalent to Lot =

1
Lod™ + (" 45 + 7':;+2, so that the linear error terms could be rewritten as

in — in ~n +’
¢+1:$1132¢ X591 (p +1+P)+31 T -

This in turn gives

—2@ T+ + 49At(~”+1 ) =0t 6
where

X
2

Subsequently, the following bounds could be derived:

an X At~n—*$11 "+

2
~n__K -1 ~n_X7 —1l-n
V=gt Rt = 46

1n+

1 220" |2 < 16" 12, 115 551 1Ly0" + ¢"H2 < X6" o, It 2o < 07 A7 2,

2
P15, < 0~ LAL| 5" X pripn Atp At
I£ 7l < 0 A \\4 7+ St < S

o that 97l < X182 + X5 A7+ XAty < o(arf 1), (5.30)
in which the inequalities || '%aflla < || fll2, 1% fll2 < 67 'At|f]l2 (the detailed proof is

provided in Appendix , and the a-priori assumption ([5.14)), have been repeatedly applied in the
derivation. Of course, an application of inverse inequality indicates that

15 15
- n AT + 17
5"]|oo < C”;” 2 <X ;j D C oAt +h%) <h, since Mh <A< Aoh.  (5.31)
2 2

As a consequence, an application of the rough bound control (5.21]) (in Lemma gives
. (O < - ~
(P S E ") > 5 ——L*h? = Co(?]|" I3 + (9" 13)- (5.32)
Moreover, the monotonicity estimate (4.2)) of the operator €;, (in Lemma implies that

(p"t, G5t > 0. (5.33)

In turn, a combination of (5.32)) and (5.33)) leads to

~n ~n+ cr * s ~n n
(P ente) > —y LT = Co( 1AM 2 + (197 12)- (5.34)
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Step 3. A combination of ([5.34) with (5.29) reveals that
C* At 2At

IVh" 3 < *At\lﬁ”Hth P, nt Coll9"13

+(Coy* +1)1p ||2 + CLAH(|]7" Y3 4 A®), if 3C1AE < 1.

(5.35)

The following bounds for the right hand side terms are available, based on the a-priori assumption
, the preliminary estimate , as well as the higher order truncation error accuracy:

~ 13 13
VLG I\th_ || "2 < C(Atz +h7),
Coll 913, (Can? + 1)Hﬁ”Hz < C(AL? +h7), (5.36)
2At .
T2, < CAtlTTRE < O(AE + AthY),

CLAL|" Y2 < CAL(AL2 +h2) < C(At? + Ath?).

Again, the inequality || f||—1,, < C| f||2 and the linear refinement requirement A\jh < At < Ash,
have been used. Going back to (5.35)), we arrive at

%7L*h3 < C(At? +h?).

If L* > 1, this inequality could make a contradiction, provided that At and h are sufficiently
small. Therefore, we conclude that L* = 0. In turn, an improved estimate (5.22), as given by
Lemma becomes available. As a direct consequence, we obtain

~ ~n4+L ~ = ~ -
<p”+1 7"tz >03H PG = C2(2 18" 13 + 19"113), o that

2 2At

S ~n e*A ~n n+t n
Call 73 + = 33 < 2||21h+02|\¢ 15+ CiAL  (5.37)

*At”
(€ DR + Cotdl T < OE 4%,

In particular, we see that
157 |2 < C(AET +h'5) < AP + B3, (5.38)

under the linear refinement requirement A\ih < At < Ah. This inequality is exactly the rough
error estimate (5.23]), and the proof of Proposition is completed. |

With the rough error estimate (5.23)) at hand, we are able to establish the Wi’oo bound of the
numerical solution for the density variable. A direct application of 3-D inverse inequality gives

C ~n+1 *
177 oo < SR < ik nhy < <
: (5.39)
sty o 200" o 1o
ViAo < < C(Atz +h2) <1,

h

under the same linear refinement requirement. In turn, the following separation is valid at time
step tp1:

% < pn-‘rl <C*+ % = C’O' (5.40)
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This || - ||ec bound will play a very important role in the refined error estimate. Moreover, a
maximum norm bound also becomes available for V;,p"*1:

IVRe" oo < NV oo + VA" oo < CF + 1 = Co. (5.41)

Meanwhile, the following bound, in terms of the discrete temporal derivative for the numerical
solution at time step t,41, will be used in the refined error estimate:

~ _ » - 3 3
15 = lloo < 15" oo + 177100 < 2C(AL + h3) < At,

= i (5.42)
1P = o oo < N1P™ = 7" loo + 177 = 3"loo < (C* + 1AL = CoAL,
In particular, the following observation is made
il 1 _
[0 = "2 oo (0™ = p") = 50" = ") oo + CAE
1 3 (5.43)
<[p" " = ploo + S ll" = £ Hloo + CAE < SCoAL
Meanwhile, by the fact that & < p"*1, p"+3 < Cy, it is clear that
3 ﬁﬂri’% 5
1 <— 7 < T at a point-wise level, provided that At is sufficiently small. (5.44)
P

5.3 A refined error estimate

The rough error estimate is not able to go through an induction argument. Therefore, a
refined error estimate is needed to accomplish a closed loop of convergence analysis. Because of the
Crank-Nicolson-style temporal discretization in the numerical design, the following preliminary
estimate is necessary to control the nonlinear errors associated with the logarithmic diffusion part.
The technical details of the proof are provided in Appendix [C}

Proposition 5.6 Assume that the a-priori || - ||oo estimate (5.16)-(5.19) and the rough || - ||
estimates (5.40)-(5.44) hold for the numerical solution at the previous and next time steps, re-
spectively. There exist positive constants Cy, My, dependent only on €*, C*, v, Cy and || such
that

~ 1 4 1 - ~ - ~ =~ ~ -
5 <p”+2VhS”+2,Vh(p”“ + p”)> Z%!\Vh(p”“ + M5 = Cr(1A™ 13 + 115™113) — Mah®.
(5.45)

Proposition 5.7 Assume that the a-priori || - [[o estimate (5.19) hold for the numerical solution
at the previous time steps. There exists a positive constant C, independent of h and At, such that

17" Iz + 6™ 2 + [IVad™ 2 < O (AL + 1Y),

ALY VR A5+ ALY ARG + 9N < C(AE + 1®).
k=1 k=1
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Proof Now we look at the refined error estimate. Taking a discrete inner product with (5.10]) by
(5" + 5 gives

~ ~ anL JOrS & ~ ~
U~ 12" 3) + (3 0aamE, Vi 4 )

= = (VI VT 4 )+ (T ),

The first term on the right hand side could be analyzed in a standard way:

(5.46)

X 1 1 - - 1 X 1 - ~
- <Pn+2vh°’/"+27vh(p"“ + Pn)> <IVRT "2 oo - 19" 22 [IVA(A™ T + 57 |2

3, Ly _ _
<C*(G1A" 12 + 516" M2+ AEYTR(E + )]z

(246" 15 + 816" I3 + 8AL")
+ VA + 3.

The Cauchy inequality is applied to bound the local truncation error term:

+

(5 5 < - 15 e < Sl R R 1) (5.48)

For the nonlinear term on the left hand side, we separate it into three parts:
(30 5, V(T + 7))

=y (PRSI VL 4 7)) = 5 (VA 4 67, Va5 + ™) )
Nt )i _ _ N
+ % <p"+2Vh(p”“ — "), Va(p"t + p”)> :
The second part could be controlled by a direct application of the Cauchy inequality:
il ~ ~ ~ -
S (VAT 4+ 67, Va7 + 7))
n+L e bt ~ ~
< KHPM? lo - IV R(" ™+ ¢™)ll2 - [VA(F" + 572

c . o (5.50)
< 2 V(@ + 3o VR + 7

2X20 n n ~n ~n
< TO(HVW 3+ IVae™13) + TGHVh(p M-

(5.49)

In terms of the third part on the right hand side of (5.49)), we begin with a point-wise vector
identity: V,(p" — ") - Vi (5" + ) = [V T2 — |V,,p" 2. This in turn leads to

(VR = ), VA )
— <ﬁn+%7 ‘vhﬁn+1‘2 o ‘vhﬁn‘2>

am— L ~ N 1 ap— L ~
= ("5 1O = (R VAR = (T = RN
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Moreover, for the last term in the rewritten expansion, an application of the preliminary esti-

mate (5.19) implies that

~ 1 ap—L ~ ~ A
(45 = 5 [V P < 10— 5 e [V < 2CoAME| V077 3 (5.52)

Subsequently, a combination of (5.51)) and (5.52) yields

Y

n—4 1 ~n ~n ~n ~n
7 (VA = ), Va5 ) )

(5.53)
> 0 A (3 942 - (5 VR ) - 5ol ARV

Meanwhile, the nonlinear diffusion error estimate ([5.45) is valid, as stated in Proposition A
substitution of (5.45)), (5.50)), and (5.53) into (5.49) results in

<An+%vhan+% wul )

> 0 (9P = (5 ) ) 4 S + I -
2y 2 C()

~ ~n, ~n n in 1 ~ n— ~n,
—Cu(llg"H B+ 1713) - (IVa" I3 + Vi ||§)—§X2009 LAV 5.

(5.54)
Its combination with ({5.46])-(5.48|) reveals that

n ~n 1 — n an—1 ~n gl ~n ~n
(Hp B = 12" 13) + ot Ar((om 2, VR ) = (572, Vap )+ IV + M)

. . I C*)? . C*)?
< @+ DI+ + xeor e+ 2 g+ 8 g

2X203

- _ 1. nil
(IIVh¢”+1!\§+HWWII%HgHTZL 2|13 + ———At® + M h®,

. s(C)?
Y

(5.55)
in which an inverse inequality and At||V;,p"[|2 < C3]|p"||2 (under the linear refinement requirement
A1h < At < Agh) has been used.

The analysis for the numerical error evolutionary equation (5.11f) takes a much simpler form,
because of its linear nature. Taking a discrete inner product with l} by (¢"t! 4 ¢") gives

0 in in H n i a7y in
DUE B~ 1871) + BITal 4 B+ 6+ 43
0 n n n+y i n
:>2<<p+l+p¢+l+¢> <¢2?¢+1+¢> (556)
X /1 xn ~n X in n n+i
<5 (e U+ 18"13) + (5 + o I+ 16713) + *H 75 3,

in which the Cauchy inequality has been repeatedly applied. Meanwhile, we need a further H*
error estimate for the density variable, to balance the terms ||V,¢" (|3 and ||V,¢" || on the right
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hand side of (5.55). Taking a discrete inner product with (5.11)) by —Ah(&”rl + q~5") indicates

f p" . H AT in @ n i
A VA R = 90" 13) + SIARS™ + )13 + 5 I Va(@™ ! +6")]13
0" o" hn in +3 n in
= 7§<p 1 + P ’Ah(d) + + ¢ )> - <7—(Z Q,Ah(gf) +1 + ¢) )> (557)
- ~ ~ _ n—i—l ~ ~
<X HE A+ 18713) + 26 iy RIS + §||Ah<¢n+l + a2

This is equivalent to

4 i n K i i a n n
7 (V" S = [VR6™13) + LN A" + @™)II3 + SIVa(e™ " + M3

(5.58)
1~ 1, _n+i
<X B+ 18713 + 20 i, 115
Therefore, a combination of ([5.55)), (5.56) and (5.58)) leads to
N (u%“rb — 17713 + 61" 3 — 16713 + V™13 — 94" 13))
+ X29 AL [V P = (07 E (VA" )
+ g\lvh(ﬁ"“ + )13 + ZHAh(é”“ +0M3
5 N 1 i C* 2 B ~
< (@1 3 I+ G Gt e s X
(C*)Z o % _ B ZXQCQ 5 B
+8 10" 1H§+(§+1)(II¢"“H§+H¢"H§)+ 5 C(IVae™HZ + Vo™ (13)
1 n—l—l 1 n—&-l _ (C )
+5l7y 2||§+§|\Tp 2|15+ 217 Iy oz 48l ) 7 A® + M;RE.
(5.59)
In turn, the following quantity is introduced:
~ ~ 1
FrH = 1"+ 0o HE + (Vad™HIE) + 1X29_1At2<ﬁ"+%, V" ). (5.60)
Then we obtain
i%nJrl_ovn b \V4 ~n+1 2, M A Tn+1 ny |2
L E =T+ L ) B+ LA+ I3
< Cy(FH 4"+ 5" + |rfp*2HQ+2w||T"*2uQ IR s

*\2
+ SQNS + M A8,
v

where

~ - 1 - N C* 2 9 2029 1
Cy = max <01+2X2009_1C'§+24( 7) +1+ + X%t ()264—1)9_1 Xfo)
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Consequently, an application of the discrete Gronwall inequality gives the desired higher order
convergence estimate [46]:

~n n in G n L
FHL< OO+ 1), 5 o+ [0 o+ [Vad™ o < CF™H)2 < C(A 4+ 1Y),

- i B - - - (5.62)
ALY VA + )5+ ALY ARG + ¢85 < C(AL® +1¥),

k=1 k=1

1 1
in which the fourth order truncation error accuracy ||z, T2 |2, \|T$+2 |2 < C(A* 4 h*) has been
applied. This finishes the refined error estimate. |

5.4 Recovery of the a-priori assumption ([5.14))

With the help of the higher order error estimate, we see that the a-priori assumption (5.14)) is
satisfied at t,41:
~ 15 15
157 2, 19" 12 < C(AE! + BY) < AT + 17T, (5.63)

provided that At and h are sufficiently small. The recovery for ||5"||2 and ||5"~!||2 would be more
straightforward. Therefore, an induction analysis could be effectively applied and the higher order
convergence analysis is complete. Subsequently, a combination of with leads to the
convergence estimate . The proof of Theorem is completed.

6 Numerical results

6.1 Accuracy test
We now test numerical accuracy of the proposed scheme (3.143.2) in solving the PKS system

{ op=N0p—V-(pVe)+ f1,

(6.1)
00 = Ap — b+ p+ fo,

in computational domains Q = (0,1)? and Q = (0,1)3. For 2D simulations, the source terms fi
and f5 are determined by the following exact solution

{pe(l‘, y,t) = 0.1e " cos(mx) cos(my) + 0.2, (6.2)

be(z,y,t) = 0.1e " cos(mz) cos(my) + 0.2.

In the 3D simulation, the source terms f; and fy are determined by the following exact solution

{pe(x, y,2,t) = 0.1e " cos(mx) cos(my) cos(mz) + 0.2, (6.3)

be(,y, 2,t) = 0.1 cos(mz) cos(my) cos(rz) + 0.2.

The initial conditions are obtained by evaluating the exact solution at 7" = 0. We consider
homogeneous Neumann boundary condition for both p and ¢. We first test numerical
accuracy of the proposed scheme utilizing various spatial step size h with a fixed mesh ratio
At = h/10. Figure 1| displays the ¢>° errors and convergence orders for the density of living
organisms and chemical signals at a final time 7" = 0.1. We observe that the numerical error
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Figure 1: Numerical errors (in £*°) of p and ¢ computed by the second-order accurate scheme
(13.1)-(3.2)) at a final time 7" = 0.1 in 2D simulations, with a mesh ratio At = h/10. Various values
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Figure 2: Numerical errors (in £*°) of p and ¢ computed by the second-order accurate scheme
(3-1)-(3.2) at a final time 7" = 0.1 in the 3D simulation, with a mesh ratio At = h/10. Various
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values of 0 are used: 6 =1, 0 =1le — 2, and 6 = le — 4.
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decreases as the mesh refines and that second order convergence rates are clearly observed for
both p and ¢. This verifies the second-order accuracy for the proposed numerical scheme ,
in both temporal and spatial discretization. In the 3D simulation, as the mesh refines from h = %
to h = ﬁ, the £°° errors displayed in Figure [2| decrease at a second-order convergence rate as
well, for both the density of living organisms and chemical signals. Also, we observe from the
figures that smaller values of 6 result in larger £*° errors, particularly for § = le — 4. However,
the second-order convergence rate can be robustly maintained across all tested values of 8. Notice

that the mesh ratio is chosen for the sake of numerical accuracy test, not for stability or positivity.
6.2 Blowup phenomena

6.2.1 Blowup in the center

In this case, we demonstrate the performance of the proposed scheme in preserving mass conser-
vation, energy dissipation, and solution positivity in a two-dimensional domain Q = (0,1)?. The
parameters are taken as: vy =1, x =1,0 =1, u = 1, and « = 1. The homogeneous boundary
conditions are imposed for both p and ¢. The initial data is prescribed as follows:

{po(:c,y> — 1000100~ 3" +w=3)?],

6.4
&z, y) = e 0=+ (6.4)

which mimics concentrated living organisms and chemical signals of high peak values initially
distribute at the center of the domain. According to the mathematical analysis in [26], the

T=0 T=0.12

1000 2000

1500

8000 6

6000

Figure 3: Evolution of density p at time instants: 7' = 0, 0.12, 0.15, and 0.16, with At = 107
and h = 1072

analytic solution to the classical PKS system is expected to develop a blowup at the center of
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the domain in finite time, with initial mass ||p"|; ~ 31.4159 > 87. Indeed, Figure [3| displays
numerical results on singularity formation at a sequence of time instants: 7' = 0, 0.12, 0.15, and
0.16, with a time step size At = 107°. It is observed that the numerical solution of the living
organism density evolves into blowup at the center of the domain, leading to a shrinking support
for the organism density.

32 5
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1
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0 0.04 0.08 0.12 0.16 0 0.04 0.08 0.12 0.16
Time Time

Figure 4: Time evolution of the discrete energy F},, mass of p, and the maximum and minimum
values of p for the case with blowup at the center.

We next demonstrate the robustness of the proposed numerical scheme in preserving the
desired properties in such blowup evolution, which poses a challenging task on numerical sta-
bility. With homogeneous Neumann boundary conditions, the physical system possesses mass
conservation and free-energy dissipation. From the left panel of Figure [4 one can see that the
free energy monotonically decreases and the total mass of p remains constant robustly as
time evolves. The right panel of Figure E| displays the time evolution of pnin := Min; ; p;; and
PMax = Max; ; p;;, the minimum and maximum values of p over the computational mesh, re-
spectively. It is observed that the proposed numerical scheme is positivity-preserving and the
maximum value of p grows exponentially as time evolves in the singularity formation.

6.2.2 Effect of mobility

In this case, we assess the performance of the proposed numerical scheme in simulating
the PKS system with various mobility functions 7(p) (cf. ([2.3)-(2.5)). The simulations are con-
ducted in a two-dimensional domain € = (0,1)? with the same initial conditions and parameters
given in the previous section. In terms of the mobility parameters, we set kK = le — 4 in the
bounded-mobility system , and M = 2000 in saturation-concentration choice . Figure
illustrates (a) the bounded-mobility system in the first row, and (b) the saturation-concentration
system in the second row. The first column shows the density distribution p at T' = 0.15. Both
modified models effectively capture the chemotaxis phenomenon, characterized by cell aggrega-
tion. In contrast to the plot for the PKS system with a classical mobility, displayed in Figure[3] one
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Figure 5: The first column shows the density distribution p at T' = 0.15, the second column gives
the evolution of the free energy and total mass, and the third column presents the maximum
and minimum concentration over the computational mesh. The first row (a) shows the bounded-
mobility system and the second row (b) depicts the saturation-concentration system.

can observe that the modified mobility gives bounded solutions without exhibiting blowup. The
second column depicts the evolution of discrete free energy (solid orange) and total mass (dashed
green). As expected, the discrete free energy monotonically decreases and total mass remains
constant as time evolves. The third column illustrates the evolution of the maximum density
values ppax (solid orange) and minimum density values pyri, (dashed green), demonstrating that
the numerical solution remains positive over time.

6.2.3 Blowup at the corner

The proposed second-order accurate scheme (3.143.2)) is applied to probe blowup formation away
from the peak position of initial densities. We consider the same IBVPs as in Section while
the center of initial data is shifted to (0.75,0.75):

PO(% y) = 1000e_100((9”_0-75)24-(1/—0.75)2)’
(z)o(ﬁﬂ y) = e_100<(1‘—075)2+(y_075)2)

Again, the solution of p may blow up in a finite time due to the fact that ||p°||; ~ 31.4033 > 8 [31].

Figure [6] displays spatial density profiles of living organisms at four different time instants. It
has been proved in [26] that the solution is expected to blow up at the boundary of the domain
in this case. It is clearly observed that the behavior of the computed solution matches our
expectation: the living organisms first move towards the boundary and then concentrate due to
zero-flux boundary conditions, eventually forming solution blow up at the corner. Similar to the
previous example, the free energy depicted in Figure |7| gradually decreases over time and
the total mass of p remains at a constant value perfectly. Regarding the energy functional Fj,, a
significant decline in magnitude occurs before blowup and continuing decrease can be seen during
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Figure 6: Time evolution of p at a sequence of time instants: T = 0, 0.04, 0.076, and 0.08, with
At =107 and h = 1/100.
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Figure 7: Time evolution of the discrete energy Fj, mass of p, and the minimum and maximum
values of p for the case with blowup at the corner.
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the singularity formation. Additionally, the density of living organism always remains positive,
and the maximum value of density increases exponentially over time, indicating a solution blowup.

6.2.4 Blowup in 3D
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Figure 8: Cross-section snapshots of the density p at time instances T" = 0, 0.01, and 0.02, with
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Figure 9: Time evolution of the discrete energy Fj, mass of p, and the minimum and maximum
values of p in the case of 3D blowup.

To further illustrate the 3D solution behavior, we conduct a blowup test for the PKS system
over a cubic domain € = (0,1)3. The initial data is given by

{po(xa Y, Z) = 10006_50[(33_%)24—@_%)2+('Z—%)2] )

(2, y, 2) = e~ D D HE3)],

Figure [8] shows cross-section snapshots of the density p at time instances T' = 0, 0.01, and 0.02,

using a spatial resolution of h = ﬁ. The extracted cross-section slices at the planes z = 0.5,
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y = 0.5, and z = 0.5 demonstrate that the solution is spherically symmetric and concentrates
more and more at the center, exhibiting a 3D blowup phenomenon.

Figure [9 presents the time evolution of the free energy, total mass of p, maximum value pyfax,
and minimum value of py, over the computational mesh with A = 1—(1)0 and At = 107°. Similar
to the 2D examples, the free energy gradually decreases over time and the total mass of
p remains at a perfect constant value. Furthermore, the density of living organism consistently
stays positive, and the maximum value of density grows exponentially over time, indicating a
solution blowup.

7 Conclusions

This work has proposed a novel second-order accurate numerical scheme for the PKS system with
various mobilities for the description of chemotaxis. The variational structure of the PDE system
has been used to facilitate the numerical design. The singular part in the chemical potential is
discretized by a modified Crank-Nicolson approach, which leads to a nonlinear and singular nu-
merical system. The unique solvability and positivity-preserving property have been theoretically
established, in which the convexity of the nonlinear and singular term plays an important role.
Moreover, a careful nonlinear analysis has proved a dissipation property of the original free energy
functional, instead of a modified energy reported in many existing works for a multi-step numerical
scheme. This makes the original energy stability analysis remarkable for the second-order dis-
cretization. In addition, this study has provided an optimal rate convergence analysis and error
estimate for the proposed second order scheme, in which several highly non-standard techniques
have been included. With a careful linearization expansion, the higher-order asymptotic expan-
sion (up to fourth order accuracy in both time and space) has been performed. In turn, we are
able to derive a rough error estimate, so that the £°° bound for the density variable, as well as its
temporal derivative, becomes available. Subsequently, a refined error estimate has been performed
and the desired convergence estimate for p is accomplished, in the £°°(0,T;1?)N¢2(0,T; H}) norm.
A few numerical results have confirmed the accuracy and robustness of the numerical scheme in
preserving desired properties in simulations of chemotaxis. Given the numerical performance of
the proposed scheme in terms of the structure preservation, it is of interest to see whether the
scheme is able to numerically predict the blowup time. This deserves a further study in our future
work.

A Proof of Lemma [5.4

1 '3
By the fact that S"T2 = Inp"t! + Giﬁﬂ - 6(p£+1)2
1

. 1 a1
decomposed into two parts: Snts = SIHQ + S;+2, where

(o

- %, we see that the term S"*2 could be

~n-‘,—l & +l n+1 5Pn (:On)2 2 _ 0 ﬁn + pn P

St =S (lnpn ot (i 5) - (6’;3”“ - 6(/3”“)2) A (A1)

G gy gt 4 2P ("> 2 gty | L 5" 0" 1
p ~=Inp 657 62 3 T el T glenti2 T g(entiy3 |

and €11 is between p"t! and p"*!, with an application of intermediate value theorem.
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Recalling the phase separation property ([5.7)), regularity requirement (j5.8)), and a-priori || - ||
estimate (5.16]) at the previous time step, we have

5 o+ p" 5 C*+Co\ _ A
Smax(GﬁnH, 6(ﬁ”+1)2)§max(€is>k’ W = (.

Therefore, the following inequality is available:

6pn+1 6(pn+1)2

~n+% ~n-+41 3 al 5 p,L’]»k‘ + pZ?J k ~1 ~’I'L+1 3 al n+1
(Sp %,p") =h Z (6vn+1 - 6(vn+1) )P i3,k pz,Jk = _02h Z |pw k- |pwk’
ijk=1 " OPijk Pijk ivjk=1
(A.2)
NS
In terms of S;L +2, we begin with the following observation:
1 _ 5p" + (pn)2 _Q(pn - %571—1—1)2 + %(§n+1)2 23 (A 3)
§n+1 6(§n+1)2 3(§n+1)3 - 6(5”"’1)3 = 48€n+1' )
This in turn implies that
~nti ~nd-1 3 al 23 ~n+1 2
<SQ 2,P > > h Z n—l—l‘ ig,k1 " (A4)
i,5,k=1 g,J k
Its combination with (A.2)) yields
. al 23
cnt+l ~ ~n+1 1
G 200 3 (el Al = Calfiel - 1A, and
i,7,k=1 )
" o (A.5)
~ 1 ~ - 23’7 - A ~ bt ~
(PS4 G > R Y §n+1| Piul? = (Conlpt il + Iwifj,kl)lp?jﬂ)-
’i,j,kzl 1.])

At a fixed grid point (4, j, k) that is not in K, i.e., 0 < p?ﬁ < 2C* + 1, the following estimate
is available:

1 S ( 1 1 ) S 1
> min ( ——, > .
S P Pige’ 207 H1
Subsequently, the following inequality is valid for 0 < p:‘j,i <2C* 4+ 1:
23y . ~
1 §n+1‘ 11;}“2 (Cﬂ|pw Kl + W}»J» Np?jlﬂ
.0,k
|ﬁn+1|2 _ ( 237 |~n+1|2 487022(20* + 1) ’ﬁ 2
= 48(20* 1) Pk 96(2C* + 1) Pk 23 Lok
820" + 1) (A.6)
+ 27“0 k] )
_ 23y ‘~n+1’2 48702(20* + 1)’ oo 48(2C* 4+ 1) P
96(20* + 1) "k 23 Lk 23~ Lokl
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On the other hand, if (7,7, k) is in K i.e., p'fj‘,i > 2C* + 1, we have pf}"i [)’fﬁ — p?j,i <0,
so that the following inequalities are valid:

C* C*pn-‘r;
~n+1 C* 20* 1 2,75
Pigk SO S 5m 7 PO+ D) S 5T

* n+1 "

’ n—l—l‘ ’vn-‘rl n+1| ‘ n+1| _ c pldk > (C +1) n+1
Pijk Pijk = Pijk Pi.jk 20% £ 1 = 20%* 4 1 "dk
Pl VPRl (cr 1)
e Sl T

Subsequently, the following inequality could be derived:

237 |~n+1|2
48gp Lok

23(C* + 1)y

= 48(2C* +1)

> LA 2 50+ 1) 2

heya)] s

— (Con|p},

JIL = (02 - (AT + 1) + 1) (A7)

*

C*y
6 )]

where the || - ||oo estimate (5.15) and the assumption that [|1)"|| < h have been recalled in the
second step, and the fact that 25" 17 _ (s - C’(At% + h%) + h) > ¥ has been used in the last

48(2C*+1)
step.
As aresult, a substitution of the point-wise inequalities (A.6]) and (A.7)) into (A.5) results in the
~ A2 *
desired estimate ([5.21)), by taking Cy = %ﬁ'H)' Moreover, if |K| = 0, the improved nonlinear

estimate in (5.22]) could be derived, based on (A.6)), by taking Csy = %. Therefore, the
proof of Lemma5.4]is completed.

B Proof of the bounds for |£; (> and ||Z£; %]

Recall the definitions

0 ) 0 )
——=A =———+=-A
ST T e el A B S

where a > 0, 4 > 0, and Ay, is a negative semi- deﬁmte discrete Laplaman operator with homoge-
nous Neumann boundary conditions. For any 7 € €, there exists u € 6 such that Liju = 1. Since
S — 5Ay, is positive definite, it follows that

0
(0, %10) = -l

It follows from & Ly = w that

Hffl "3 < (2 nm) < 12 allz - Inlle-

Therefore, Hgl_lnHZ < %Han, which implies that H&Pl_lﬂg < %.

34



Denote by v = 3{152277 € CO@, where n € . By £1u = &9n, one has
0

—Kt(u —-n) = (g - gAh> (u+mn).

It follows from the negative semi-definiteness of Ay, that

u+n,u—n>:<u+n, (%—%AO (u+77)> Z%<u+n,u+n>.

_Kt <
Therefore, we see that
oY

(3*2) () + (g_zt) () < —acfum) < 5 fuu) + 5 ()

which leads to (u,u) < (1,n), i.e., |2 'L2nla < [|n]|2. This completes the proof of | £, %2 < 1.

C Proof of Proposition |5.6

By the numerical error expansion formula (5.12), the following decomposition is available for
5””%, at a point-wise level:

Sy = Iy 4 Jo+ Js+ Jy+ Js, with

~n+1
_ ~n+1y n+1 _ ~n+l __ -~n _ pn n+l _ xn

J1 = ln(p ) ln(p )7 Jo = 2,0n+1 (p p )7 J3 - 2pn+1pn+1 (p p )7 (Cl)
g _[)n-‘rl _ lbn + pn+1 _ pn(~n+1 B ~n) I ([)’rl-‘rl + pn+1)ﬁn+1(vn+1 B Vn)2
4= 6(pnt1)2 » BT TGt )2 (pnt )2 P

Meanwhile, at each cell, from (i,7,k) — (i + 1,4, k), the following expansion identity is always
valid:

Dac(fg)i+1/2,j,k = (Axf)i+1/2,j,k : (ng)iJrl/Q,j,k + (Axg)i+1/z,j,k : (sz)i+1/z,j,k- (C-Z)
We first look at the D..J; term. Because of the point-wise bounds, ¢* < ,E)"‘H < C*, % <

Pt < Gy, and || Vip" T e < Co as given by (5.7), (5.40), and (5.41)), respectively, the following
estimates could be derived:

1 o 1 o 1 o
1 *) — “n * [ _k\— 1 *\ — n ~ *\ —
!Dm(pn+1)\ < (€)D" < OF ()7 !Dm(pn+1)\ <A D™ < 4Co(e%) 72, (CA)
1 1 1 1 1
|DI(W)‘ < Ax(W) a I(W)’ + AI(W) : |DI(W)’
< (%) 73(2C" + 4Cy), (C.5)

in which inequalities ([5.8]) and (5.41]) have also been applied. Subsequently, a further application
of (C.2)) leads to

ﬁn—i-l
N Cr=rr]

2pn+1pn+1
~n+1
CEr e

IN

22(e") Al = (1) 2 Al

1
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(C.6)

Az(

1
2
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Meanwhile, the regularity assumption (/5.8]) (for the constructed profile p) implies that
PP — p| < CFAL, Dy (p"T — )| < C*At,  at a point-wise level. (C.7)

Consequently, a combination of (C.6]) and (C.7)) reveals that
ﬁnJrl 1 ﬁn+1 1

N, ~N ~7 >N
D,y s\Az(WHW)\ Do (P — )|+ \Dz(iwlpm)\ A = |

(C.8)
S(g*)—QC*At<’DIﬁn+1| + ((5*)—1(0* _’_2640) + 1)Ax‘ﬁn+1|)

Notice that we have dropped the |- |;;1/, ;, subscript notation on the right hand side terms, for
simplicity of presentation, since all these inequalities are derived at a point-wise level.
Similar bounds could be derived for |D,J4| and |D,J5| terms:

1 *\ — 1 *\ — n ~ *\ —
0< Aw(@) <4(")7%, ’D:v(w)\ < 16(e*) 72 Dep™ ™| < 16Co ("),

= 5 D (5 - 5] < C°AL, [ — g7 < CoA,
AL = 574 = )] < (O 4 Co)At, | Da(p = 4 " — )| < O AL+ 2C0,

vn+1_vn+ n+1 n . B o o . 5
4,2 ’()pn+l’;2 PN < (C* + Co)At- A7) 2 = 4(e")2(C* + Co) At
~n+1 _ ~n n+l _ n _ _ B
D, (" fpnﬂ;z PN < (€ + Co)At - 16Co (=) 3 + (C*At + 2C) - A(e?) 2

< 4(e")2A¢ (c* +4Co ()" Y(Co + 0*)) +8(") 20y < 8(*) 20 + 1,

1 ﬁnJrl _ /3” + anrl _ pn
[ Dy Jy| < 6|A$( (pnt1)2

ﬁn-i-l
(

)| Do (5" = 5]

n+l _ n

—p'+p p . .
)| - Aglp™t = 57|

(pn+1)2

1

*\— * S ~n ~n 1 *)—2 A ~n ~n
()74 + Co)At(IDap"™ | + [Dap"|) + 5 (8(")*Co + 1)(Aal g™ | + Aul ")

Do (0" = ")) < 21 Da(p" = 7)o - 1™ = "l < 2(C7)? A2,
1 *\ —2 *\—2 *\—4
1 *\— N n * ~ *\—

\Dx(Wﬂ < 8(e") (| Dap™ | + 2| Dap™ ) < 8(C* +2C) (%),
[Ac(7" 4 pM ) < CF + Co, | Da(p™ 4 p" | < |Dep™ | 4 [Dep™| < CF + Co,

~n+1 n+1

1Y +P *\ — * s
\ x(W)’ < 4(")7HC + Co),

/V)TH—I + pn—H * S * A *\—5 * ~ *\—4
\Dﬂc(Wﬂ < (C" + Co) - 8(C™ +2Co) (%) 7 + (C* + Co) - 4(e7)

< 8(e")7H(C* + Co)(C* +2C) + 1),
(C.9)
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(7 4 ) (T — )2

( n+1) (p )

pn+1 +pn+1)( )2)|
e ~

<8(E) P07 + Co)(C* + 200 + 1) - (CPAR +4(=")HC" +Co) - 2(C AL

< 8()H(CF)2ALR(C* + Co)(C* +2Cp +2),

1| ((ﬁn+1 + "t (" - ﬁn)2>‘ ADui (C.10)

6 ()2 (pnt1)2 x

(7 4 ) (-
(pmH1)2(pm )2

2 = ~
< 5(5*)74(0*)2At2(c* + CO) (2(5*)71(0* +2C, + 2) A, ’ﬁn+1‘ + ’D ~n+1|>
< AY(|Dop™ | + Aulp™ ).

)| < 4(e7)7HO + Co)(C)* At

’D J5| <

)? 1
) Az

1
~|D,
+ 5 IDu(

Notice that the phase separation property (5.7 ., regularity assumption . for the constructed
profile, a-priori estimate (5.16))-(5.19)), and the rough || - ||o estimates ([5.40)-(5.44) for the numer-
ical solution, have been repeatedly applied in the above derivation.

In fact, the finite difference operations for the J3, J4 and Js terms could be viewed as higher-
order perturbations in the nonlinear expansion of Dx5’"+%, and the two leading terms, namely
D,Ji and D,Js, turn out to play a dominant role in the nonlinear error estimate. Now we focus
on the D,J; term. Within a single mesh cell (i,7,k) — (i + 1,4, k), the following expansion is
straightforward, based on the mean value theorem:

1
1 1
Dy (In prt — lnpn+1)i+1/2,j,k h(ln pr_l] R —n P:ij) - E(ln 9?117]'719 —In pz;:]i)
1
“n+1 +1
§ D, ;l+1/2 gk gp D$p?+1/2,g k
1
sn+1 “nt1
(? §p> wPiprja gk T {prerl/m k? (C.11)
where
1 “n+1 —1 “n+1 1 n+1 | n+1
i npz—i—l]k npz,], l_ npz—f—ljk npz,]k (C 12)
TS | bl - +1 1o :
¥ p?H,J k ij,k S p?JrLJ k pZJ,

Meanwhile, for any a > 0 and b > 0, a careful Taylor expansion of Inz around a middle point

To = “T“Lb reveals that

Inb—Ina 1 (b—a)? (b—a)4<1 1)

= — —+ —= C.13
b—a x0+ 1223 T 160 n?+n§’ ’ ( )

in which 7; is between a and xg, 12 is between zg and b. It is observed that, only the even order
terms appear in (C.13]), due to the symmetric expansion around zy = ‘”‘b This fact will greatly
simplify the nonlinear analysis. In turn, a more precise representatlon for ? and 1 S, as given
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in (C.12)), becomes available:

1 WD D ) (L+-1)

5/3 N Azf’ﬁl}z] k 12( zﬁ?—ii}w k)3 160 np, 77,), 7

I N, 0 L N ©19
& Aot e 12040l ) 160 My Mo/ '

. <n+1 sn+1
Np,1 18 between 7 k I and Al"pz+1/2] > M2 1s between Amp?jl/”k and p?flj k>

n+1 : n+1 n+1
7p,1 is between Pijk and Axpi+1/27j,k, Np2 is between A, p! Ay and Pivt ik

Then we obtain a detailed expansion of é - é, which is needed in the analysis for (C.12):

11 A W2 (Daplf ), ik + Dby 1) Dabis sk
577 - ?p 7Axpz’+1/2j k Axp;:i}z,g, 12(Axp?j1}2j k)g
W (Dol 1) (Aeh) i
(A, P (Al ) (C.15)

sn+1 s+l +l )P
' ((Axp?+1/zgk) + Anhi gkt APy gt (Al ) )
160 160 '

+

5 5 5 5
Mo Tlp2 o1 Tlp2

On the other hand, because of the following bounds at (i + 1/2, 7, k) and time step tp41:

% S A:Ep S CVOa ’Dmp’ S C~107
(C.16)

< Np,15 Tp,2 < CO’

< Aep <O, |Dapl < C7,

IS
5* S nﬁ,l) 77/3,2 S C*) 5

the following estimates could be derived:

Axﬁ *\ —2 ~
— | <
Amp : Ax/) - 2(8 ) |Axp‘7
h2(Dyp + Dyp) h? . 2h% o A B
12(A,p)? T3 8E)T (O + Co)|Dap| = - (e)72(CT + Co) [ Dapl,
B2(Dp)*(Asp) o )
ATt (Ao0)' + e dup+ (4s0)’)| o
h2 *\—6 * = \2 12 ~ 2 £\ —6 " % \2 219 ~ ( . )
< g 8E) OO+ G0 () Al = S(7)O(CT + Co)*(CT)PP | Aul,
h(Dgp)t /1 1 h* . o (CHAEe)TE
‘ 160 (77,‘?,1 + n,‘?,g)‘ = 160 (C*)"-2(e") 0
WDap) (L LB s 2G0T
Tl G R | R (SO I Cy IR
‘ 160 (77;1 + nﬁ,)‘ < Tgp (C0)" - 64(T) 5
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Again, we have dropped the ||Z:}2 ik script notation in the analysis, for simplicity of presentation,

and all these inequalities are derived at a point-wise level. Subsequently, a substitution of (C.17))

into (C.15)) yields

11 o ) B
& fp‘ < ()7 + DIAahip, il + RIDaBg, sl +
provided that h is sufficiently small.
In terms of the second expansion term on the right hand side of (C.11]), we observe an O(h?)
Taylor expansion to obtain é, in a similar formula as in (C.14):

2(Co+ C)*(e)~®

4
1
- W, (Cas)

& Awp?:l};j,k 24 772,3 772,4 7 (C.19)
Np,3 is between pfj,i and Axp;fl}m’k, Np,4 is between Axp?j&m,k and p;fll, ik
Again, the remaining expansion terms could be bounded as follows
e* e* =
E < AJ:P < CO: ’sz’ < CO: 5 < Mp,35 Mp,4 < CO: so that
= o\ — C.20
)h2(Dmp)2 (i i) < h72 . ( ~0)2 . 16(5*)73 — 2(00)2(5 ) 3h2 <h ( )
24 17273 7]274 24 3 -

provided that h is sufficiently small.
As a result, a substitution of (C.18)-(C.20)) into (C.11)) reveals the following fact, at a point-

wise level:

D,ptl !

i+1/2,5.k n+5 .

(DrJ1>i+1/2,j,k = 7‘4 1 + ¢ 2, with
@Pit1/2,5k

n+3 *\— * ~n * ~n C.21
R < () 2+ DO AL, 4l + (€ + DRIDLGEL, | (C-21)

2C*(Co + C*)* (") °
* b

Notice that the W,i’oo bound for p, || Dyp"||s < C*, has been applied.
The analysis for the D, Jy part is more straightforward. An application of identity (C.2)) gives

ht.

1 1 ~N ~Nn 1 1 ~N ~n
Dy Jy = —gAx(W) Dy (" =) — 5 D) - Au(p . (C.22)

The second term could be bounded as follows

1

|D:c(ﬁ)| <4Cy(e*)72, so that
1 il o , (C.23)
Dx(—pnﬂ).Am(p — )| < ACo(") (| A" + |Aup™).

In terms of the first part on the right hand side of (C.22]), we need to estimate the difference

between A, ( pnlﬂ) and Azpln . Similarly, for any a > 0, b > 0, a careful Taylor expansion of %
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reveals that

around a middle point zg = “T‘H’

1<1+1):1+<b—a>2(1+ L) (C.24)

2\a b g 877?’7775’

n+1 n+1

in which 7, is between a and xq, 12 is between ¢ and b. In turn, by setting a = Pij k> b=p ik

we see that

2 +1 2
M (L)‘w U W (Dapiys 1) (L N L)
x 2,7, = )
P At 8 Tos s (C.25)
Np,5 is between p:‘j,i and Al‘p?—:_l}Q,j,k7 7p,6 is between Aa;p?:l}m’k and pgfﬁ ik
A bound for the remainder term is available:
|D,p" | < C S < C that
zP >~ Lo, 9 = Np,55 Tlp,e =~ Lo, SO a
h2(D p7.H_1 . )2 1 1 h2 5 (C26)
‘ THi1/2 5.k (T + T)‘ <. (00)2 . 16(8*)_3 <h,
8 Mp,5 "p6 8

provided that h is sufficiently small. Therefore, a substitution of (C.23)), (C.25)), and (C.26) into
(C.22)) leads to

Do(p" T = 5")iapojke ntd
4 2. with
2Axpn+1 CQ

i+1/2,5.k (C.27)
”""% N (R —2 ~n+1 ~n h ~n+1 ~n
’CQ | <2Ch(e") (|Axpi+1/2,j?k| + |Axpz'+1/2,j,k|) + 5(’pri+1/2,j,k:| + ‘Dxpi+1/2,j,k|)'

(Dzd2)itipojr = —

Finally, a combination of (C.8)), (C.9), (C.10), (C.21)), and (C.27) results in

“nal Dy (0" + ") i1k
(Dzsn+2)i+1/2,j,k: 2 n+1 /e
24,
@Pit1/2,,k

n+i 3 ~n ~n A A ~n ~n
€| < ColAul gty sl + Aclyn i) + (Coh o+ CoaAO(IDapl ), |+ [Dailysga i) (C28)

2C*(Co + CH)4(e*)
+ 5

+ C?’H‘%

h4
provided that At and h are sufficiently small, with

v 1 ~ ~
Ch = 6(8(6*)7200 + 1)+ (2(e") 2+ 1)C* +2Co ()2 + 1,
v . 93 5 D
Co=C"+ 5 C3 = 3

(C.29)
(e)73(C* + Cp) + 1.

In particular, it is observed that the following identity has played a crucial role in the combined

form of ((C.28)):
. 1 _ _ 1 _ -
Daf™ ! = S Da(p = ") = S Da(" + 7). (C.30)
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As a consequence, the point-wise estimate ((C.28)) implies that

U
(#3055, D 4+ 7)) =5 j:;;l D" + 5, D (5 + 7)) )
(TR Dy (5 + ).
Meanwhile, the point-wise ratio bound reveals that
ﬁn+% Do (7 4 5 “nt1 | =n 3 “nt1 | =nyp2
(5t el 4, Dalf 4+ 47)) 2 SUDR(" + 7). (C.32)

In terms of the second term on the right hand side of (C.31), a direct application of the Cauchy
inequality indicates that

antl el ~ . 1 . - antd el
(2", Dy 4 7)) = =2 IDa (T 4 A — 201672 ¢ R (C.33)
A further application of the Cauchy inequality gives

1522 |3 <TCRCR (5" I3 + 1157 113) + 7C3(C3R? + CEALR) (| Dap™ I3 + | Dap[3)
L 28(GoC)*(Co + CP ()10
R B (C.34)
<7(CHCE + C3C3CE + CRCRCH (1613 + 117™113)
28(CoC*)?(Co 4 C*)3(e*)~10
+ 25

h8

in which the inverse inequalities, At||Vyflla < Csf]l2 and h||Viflla < Callfll2 (with the linear
refinement requirement \jh < At < A\gh), have been applied. Therefore, a substitution of ((C.32])-

[C3) into (T3T) yields
NOREE] an+1 ~n ~n v ~n ~n X ~n ~n
WD, D+ ) 2 TIDL (4 ) — ol I3 + 1713 — @O,

with

o Y o A 56 00*26« C*S *\—10

Gy = 1n(CRO7 + CGRO3C3 + C3303), O = PO+ O

The nonlinear diffusion error estimates in the y and z directions could be performed in the same
manner. This completes the proof of Proposition by taking C; = 3Cs and M; = 3Q.
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