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Abstract. In this paper we provide a detailed analysis of the preconditioned steepest descent (PSD) iteration solver for a convex splitting numerical scheme to the Cahn-Hilliard equation with variable mobility function. In more details, the convex-concave decomposition is applied to the energy functional, which in turn leads to an implicit treatment for the nonlinear term and the surface diffusion term, combined with an explicit update for the expansive concave term. In addition, the mobility function, which is solution-dependent, is explicitly computed, which ensures the elliptic property of the operator associated with the temporal derivative. The unique solvability of the numerical scheme is derived following the standard convexity analysis, and the energy stability analysis could also be carefully established. On the other hand, an efficient implementation of the numerical scheme turns out to be challenging, due to the coupling of the nonlinear term, the surface diffusion part, and a variable-dependent mobility elliptic operator. Since the implicit parts of the numerical scheme are associated with a strictly convex energy, we propose a preconditioned steepest descent iteration solver for the numerical implementation. Such an iteration solver consists of a computation of the search direction (involved with a Poisson-like equation), and a one-parameter optimization over the search direction, in which the Newton’s iteration becomes very powerful. In addition, a theoretical analysis is applied to the PSD iteration solver, and a geometric convergence rate is proved for the iteration. A few numerical examples are presented to demonstrate the robustness and efficiency of the PSD solver.
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1. Introduction

The Allen-Cahn (AC) [1] (non-conserved dynamics) and Cahn-Hilliard (CH) [4] (conserved dynamics) equations are well known gradient flows with respect to a particular free energy. Suppose that $\Omega \subset \mathbb{R}^d$ (with $d = 2$ or $d = 3$) is a bounded open domain. The CH free energy functional is formulated as

$$E(\phi) = \int_{\Omega} \left( \frac{1}{4} \phi^4 - \frac{1}{2} \phi^2 + \frac{\varepsilon^2}{2} |\nabla \phi|^2 \right) dx,$$

for any phase field function $\phi \in H^1(\Omega)$, where $\varepsilon$ is an interface width parameter. This free energy is termed regular since it is defined for all $\phi \in H^1(\Omega)$. Other free energies, such as those only defined for $0 \leq \phi \leq 1$, are possible but will not be considered here. For simplicity, we assume that $\Omega$ is a rectangular domain, and periodic boundary conditions for $\phi$ are enforced. The standard CH equation is the conserved gradient flow with respect to the free energy functional (1):

$$\phi_t = \nabla \cdot (M(\phi) \nabla \mu), \quad \mu := \delta_\phi E = \phi^3 - \phi - \varepsilon^2 \Delta \phi.$$
This equation is termed **degenerate** if there are values of $\phi$ for which $M(\phi) = 0$. A common choice for the degenerate case is

$$
M(\phi) = \begin{cases} 
(1 + \phi)(1 - \phi), & -1 \leq \phi \leq 1 \\
0, & |\phi| > 1.
\end{cases}
$$

Otherwise, the equation is **non-degenerate**. Often times, researchers assume that $M \equiv 1$, for simplicity. In this paper, we will consider the non-degenerate, non-constant case. In particular, we will assume that, for all $\phi$,

$$
0 < M_0 \leq M(\phi) \leq M_1 < \infty.
$$

A specific example that we could consider might be the mobility

$$
M(\phi) = \begin{cases} 
\sqrt{(1 + \phi)^2(1 - \phi)^2 + \delta^2}, & -1 \leq \phi \leq 1 \\
\delta, & |\phi| > 1,
\end{cases}
$$

which is a regularized version of (3). The regularization parameter $\delta$ is assumed to be a fixed value, independent on $\varepsilon$. Subsequently, the following energy dissipation law is available, which comes from the gradient structure of (2):

$$
d\frac{d}{dt} E(\phi(t)) = -\int_{\Omega} M(\phi) |\nabla \mu|^2 dx \leq 0.
$$

Of course, the usual mass conservative property is valid, i.e., $\int_{\Omega} \partial_t \phi \, dx = 0$, which follows from the conservative structure of the equation.

There have been extensive numerical works for the Cahn-Hilliard equation. In particular, energy stability has attracted more and more attentions, since it plays an essential role in the accuracy of long time numerical simulation. The standard convex splitting scheme, pioneered by Eyre’s work [16], is a very useful approach to obtain the energy stability at a numerical level. This framework treats the convex part of the chemical potential implicitly and the concave part explicitly. In turn, the unique solvability and energy stability could be theoretically justified by a convexity analysis. An extension to the second order energy stable numerical schemes have also been reported, based on either Crank-Nicolson [12, 15, 24, 25] or BDF-type [10, 43] temporal discretization. Similar ideas have been widely applied to various gradient flows, and both first and second order accurate (in time) algorithms have been developed. See the related works for the phase field crystal (PFC) equation and the modified phase field crystal (MPFC) equation [2, 3, 27, 39, 42]; epitaxial thin film growth models [5, 9, 34, 38]; non-local Cahn-Hilliard-type models [21, 22, 23]; the Cahn-Hilliard-Fluid and related models [6, 7, 13, 14, 20, 26, 41]; et cetera.

Other than these numerical algorithms, which preserve the energy dissipation in the original phase variable, a few other numerical works have been reported for the reformulated physical system with an introduction of certain auxiliary variables, such as the scalar auxiliary variable (SAV) approach [35, 36, 37]. Some linear numerical schemes with stabilization approach [30, 31, 32, 40] have been reported as well.

Most existing numerical works have been focused on the Cahn-Hilliard flow with a constant mobility function, and the numerical investigation of variable mobility gradient flow turns out to be limited. In addition, the numerical implementation for the variable mobility equation is usually challenging. In this article, we look at a first order accurate in time, energy stable numerical scheme for the Cahn-Hilliard equation, propose a nonlinear iteration solver, and provide a theoretical analysis for the convergence of the solver. For simplicity, we use apply the convex splitting method for the chemical potential, in which the nonlinear term and the surface
diffusion term are treated implicitly, which the expansive concave term is explicitly updated. In addition, the mobility function is computed explicitly, so that the discretization of the temporal derivative corresponds to an elliptic operator. This in turn ensures the unique solvability of the numerical scheme. The energy stability follows from the convex splitting structure of the numerical scheme.

Based on the fact that the numerical method is equivalent to a minimization of a strictly convex energy functional (at the numerical level), we propose the preconditioned steepest descent (PSD) solver for the numerical implementation of the scheme. The PSD solver for the nonlinear p-Laplacian was considered in a pioneering work [28], while an application of the PSD algorithm to a more general, regularized elliptic equation is analyzed in a more recent work [18], in which a much sharper iteration convergence rate has been established if a higher order diffusion term is involved. For the convex splitting numerical scheme applied to the Cahn-Hilliard equation with variable mobility function, the PSD solver turns out to be a very robust tool. The key idea is to use a linearized version of the nonlinear operator as a pre-conditioner to get the search direction. In more details, at each iteration stage, the surface diffusion operator is kept the same as the original form, a constant-coefficient linear operator is used to approximate the nonlinear part in the chemical potential, while a discrete version of \((-\Delta)^{-1}\) is formulated to approximate the temporal derivative, coupled with the variable mobility function. The resulting equation (for the search direction) could be very efficiently solved with the help of FFT, due to the fact that all the linear operators have eigenfunctions exactly same as the Fourier basis functions. Subsequently, once the search direction is obtained, a one-parameter optimization (of the numerical energy functional) over the search direction is taken. In fact, it is a strictly convex optimization in terms of the parameter, the Newton’s iteration could be very efficiently implemented. Since the main computation cost at each iteration stage is associated with the Poisson-like solver to obtain the search direction, the numerical implementation of the PSD algorithm is decomposed into the sequence of the Poisson-like solvers.

In addition, we provide a theoretical analysis for the convergence rate of the PSD iteration algorithm, which turns out to be highly challenging, due to the non-linearity of the numerical scheme, and the variable mobility nature. Fortunately, we are able to recast the equations as equivalent minimization problems involving strictly convex functionals in Hilbert spaces. Because of this fact, the convexity analysis enables us to theoretically derive the convergence analysis for the nonlinear iteration solver. In particular, the non-increasing numerical energy (at each iteration stage) indicates a uniform discrete \(L^4\) bound of the numerical solution in the iteration process, and this nonlinear estimate will play a very important role. Moreover, a careful application of discrete Sobolev embedding makes a connection between the discrete \(L^4\) norm and the corresponding energy norm associated with the precondition stage. All these techniques lead to theoretical justification of the geometric convergence rate for the PSD iteration solver, which is the first result for variable mobility gradient flow equations, to the best of our knowledge.

The rest of this paper is organized as follows. In Section 2, we describe the finite difference discretization of space, recall some basic facts and formulate the first order convex splitting numerical scheme for the variable-mobility Cahn-Hilliard flow. In Section 3, we propose the PSD iteration solver, and provide a theoretical analysis of the geometric convergence rate. Some numerical results are presented in Section 4. Concluding remarks are given in Section 5. For completion, an optimal
rate convergence analysis of the convex-concave numerical approximation scheme for the PDE is provided in Appendix A.

2. Review of the numerical scheme

2.1. The finite difference spatial discretization. The standard centered finite difference spatial approximation is applied. We present the numerical approximation on the computational domain $\Omega = (0, 1)^3$ with a periodic boundary condition, and $\Delta x = \Delta y = \Delta z = h = \frac{1}{N}$ with $N \in \mathbb{N}$ to be the spatial mesh resolution throughout this work. In particular, $f_{i,j,k}$ stands for the numerical value of $f$ at the cell centered mesh points $((i + \frac{1}{2})h, (j + \frac{1}{2})h, (k + \frac{1}{2})h)$, and we denote $C_{\text{per}}$ as

$$C_{\text{per}} := \{(f_{i,j,k})|f_{i,j,k} = f_{i+\alpha N,j+\beta N,k+\gamma N}, \forall i,j,k,\alpha,\beta,\gamma \in \mathbb{Z}\},$$

with the discrete periodic boundary condition imposed. In turn, the discrete average and difference operators are evaluated at $((i + 1)h, (j + \frac{1}{2})h, (k + \frac{1}{2})h)$, $((i + \frac{1}{2})h, (j + 1)h, (k + \frac{1}{2})h)$, $((i + \frac{1}{2})h, (j + \frac{1}{2})h, (k + 1)h)$, respectively:

$$A_z f_{i+\frac{1}{2},j,k} := \frac{1}{2} (f_{i+1,j,k} + f_{i,j,k}), \quad D_z f_{i+\frac{1}{2},j,k} := \frac{1}{h} (f_{i+1,j,k} - f_{i,j,k}),$$

$$A_y f_{i,j+\frac{1}{2},k} := \frac{1}{2} (f_{i,j+1,k} + f_{i,j,k}), \quad D_y f_{i,j+\frac{1}{2},k} := \frac{1}{h} (f_{i,j+1,k} - f_{i,j,k}),$$

$$A_x f_{i,j,k+\frac{1}{2}} := \frac{1}{2} (f_{i,j,k+1} + f_{i,j,k}), \quad D_x f_{i,j,k+\frac{1}{2}} := \frac{1}{h} (f_{i,j,k+1} - f_{i,j,k}).$$

Conversely, the corresponding operators at the staggered mesh points are defined as follows:

$$a_x f^x_{i,j,k} := \frac{1}{2} \left( f^x_{i+\frac{1}{2},j,k} + f^x_{i-\frac{1}{2},j,k} \right), \quad d_x f^x_{i,j,k} := \frac{1}{h} (f^x_{i+\frac{1}{2},j,k} - f^x_{i-\frac{1}{2},j,k}),$$

$$a_y f^y_{i,j,k} := \frac{1}{2} \left( f^y_{i,j+\frac{1}{2},k} + f^y_{i,j-\frac{1}{2},k} \right), \quad d_y f^y_{i,j,k} := \frac{1}{h} (f^y_{i,j+\frac{1}{2},k} - f^y_{i,j-\frac{1}{2},k}),$$

$$a_z f^z_{i,j,k} := \frac{1}{2} \left( f^z_{i,j,k+\frac{1}{2}} + f^z_{i,j,k-\frac{1}{2}} \right), \quad d_z f^z_{i,j,k} := \frac{1}{h} (f^z_{i,j,k+\frac{1}{2}} - f^z_{i,j,k-\frac{1}{2}}).$$

In turn, for a scalar cell-centered function $g$ and a vector function $\mathbf{f} = (f^x, f^y, f^z)^T$, with $f^x$, $f^y$ and $f^z$ evaluated at $((i + 1)h, (j + \frac{1}{2})h, (k + \frac{1}{2})h)$, $((i + \frac{1}{2})h, (j + 1)h, (k + \frac{1}{2})h)$, $((i + \frac{1}{2})h, (j + \frac{1}{2})h, (k + 1)h)$, respectively, we define

$$g\mathbf{f} := (A_x g \cdot f^x, A_y g \cdot f^y, A_z g \cdot f^z)^T,$$

and the discrete divergence is defined as

$$\nabla h \cdot (g\mathbf{f})_{i,j,k} = d_x (A_x g \cdot f^x)_{i,j,k} + d_y (A_y g \cdot f^y)_{i,j,k} + d_z (A_z g \cdot f^z)_{i,j,k}.$$

In particular, if $\mathbf{f} = \nabla_{\text{h}} \phi = (D_x \phi, D_y \phi, D_z \phi)^T$ for a certain scalar grid function $\phi$, the corresponding divergence becomes

$$\nabla h \cdot (g \nabla_{\text{h}} \phi)_{i,j,k} = d_x (A_x g \cdot D_x \phi)_{i,j,k} + d_y (A_y g \cdot D_y \phi)_{i,j,k} + d_z (A_z g \cdot D_z \phi)_{i,j,k}.$$

Of course, when $g \equiv 1$, have

$$\Delta h \phi_{i,j,k} = \nabla h \cdot (\nabla_{\text{h}} \phi)_{i,j,k} = d_x (D_x \phi)_{i,j,k} + d_y (D_y \phi)_{i,j,k} + d_z (D_z \phi)_{i,j,k}.$$

For two cell-centered grid functions $f$ and $g$, its discrete $L^2$ inner product and the associated $L^2$ norm are defined as

$$\langle f, g \rangle := h^3 \sum_{i,j,k=1}^N f_{i,j,k} g_{i,j,k}, \quad \|f\|_2 := (\langle f, f \rangle)^{\frac{1}{2}}.$$
In turn, the mean zero space is introduced as $\mathcal{C}_{\text{per}} := \left\{ f \in \mathcal{C}_{\text{per}} \mid 0 = \mathcal{T} := \frac{1}{p^2} \langle f, g \rangle \right\}.$ Similarly, for two vector grid functions $\tilde{f} = (f^x, f^y, f^z)^T$, $\tilde{g} = (g^x, g^y, g^z)^T$, with $f^x (g^x)$, $f^y (g^y)$, $f^z (g^z)$ evaluated at $(i + 1)h, (j + \frac{1}{2})h, (k + \frac{1}{2})h, (i + \frac{1}{2})h, (j + 1)h, (k + \frac{1}{2})h, (i + \frac{1}{2})h, (j + \frac{1}{2})h, (k + 1)h$, respectively, the corresponding discrete inner product is defined as
\[
\[\tilde{f}, \tilde{g}\] := [f^x, g^x]_x + [g^y, f^y]_y + [f^z, g^z]_z,
\]
where
\[
[f^x, g^x]_x := \langle a_x(f^x g^x), 1 \rangle, \quad [f^y, g^y]_y := \langle a_y(f^y g^y), 1 \rangle, \quad [f^z, g^z]_z := \langle a_z(f^z g^z), 1 \rangle.
\]
In addition to the discrete $\| \cdot \|_2$ norm, the discrete maximum norm and $\ell^p$ norm are defined as
\[
\| f \|_{\ell^p} := \langle |f|^p, 1 \rangle, \quad 1 \leq p < \infty, \quad \| f \|_{\ell^\infty} := \max_{1 \leq i, j, k \leq N} |f_{i,j,k}|.
\]
Moreover, the discrete $H^1_h$ and $H^2_h$ norms are introduced as
\[
\| \nabla_h f \|_2^2 := \| \nabla_h f, \nabla_h f \| = [D_x f, D_x f]_x + [D_y f, D_y f]_y + [D_z f, D_z f]_z,
\]
\[
\| f \|_{H^2_h}^2 := \| f \|_2^2 + \| \nabla_h f \|_2^2, \quad \| f \|_{L^2_h}^2 := \| f \|_{H^1_h}^2 + \| \Delta_h f \|_2^2.
\]
The summation by parts formulas are recalled in the following lemma; the detailed proof could be found in [24, 39, 41, 42], et cetera.

**Lemma 2.1.** [24, 39, 41, 42] For any $\psi, \phi, g \in \mathcal{C}_{\text{per}}$, and any $\tilde{f} = (f^x, f^y, f^z)^T$, with $f^x, f^y, f^z$ evaluated at $(i + 1)h, (j + \frac{1}{2})h, (k + \frac{1}{2})h, (i + \frac{1}{2})h, (j + 1)h, (k + \frac{1}{2})h, (i + \frac{1}{2})h, (j + \frac{1}{2})h, (k + 1)h$, respectively, the following summation by parts formulas are valid:
\[
\langle \psi, \nabla_h \cdot \tilde{f} \rangle = -\left[ \nabla_h \psi, \tilde{f} \right], \quad \langle \psi, \nabla_h \cdot (g \nabla_h \phi) \rangle = -\left[ \nabla_h \psi, g \nabla_h \phi \right].
\]
In addition, some notation needs to be introduced to facilitate the analysis in later sections. For any $\varphi \in \mathcal{C}_{\text{per}}$ and a positive cell centered grid function $g$ (at a point-wise level), the weighed discrete norm is defined as
\[
\| \varphi \|_{L_g^{-1}} = \sqrt{\langle \varphi, L_g^{-1} (\varphi) \rangle},
\]
where $\psi = L_g^{-1}(\varphi) \in \mathcal{C}_{\text{per}}$ is the unique solution to the discrete Poisson problem
\[
L_g(\psi) := -\nabla_h \cdot (g \nabla_h \psi) = \varphi.
\]
In the simplified case of $g \equiv 1$, it is obvious that $L_g(\psi) = -\Delta_h \psi$, and the discrete $H^{-1}_h$ inner product and $H^1_h$ norm are introduced as $\langle \varphi_1, \varphi_2 \rangle_{-1,h} = \langle \varphi_1, (-\Delta_h)^{-1} \varphi_2 \rangle$, and $\| \varphi \|_{-1,h} = \sqrt{\langle \varphi, (-\Delta_h)^{-1} \varphi \rangle}$.

**2.2. The first order convex splitting numerical scheme.** The mobility function at the face-centered mesh points are defined as
\[
\langle M^{k} \rangle_{i,j,k} := A_x(M(\varphi^k))_{i+\frac{1}{2},j,k},
\]
\[
\langle \tilde{M}^{k} \rangle_{i,j,k} := A_y(M(\varphi^k))_{i,j+\frac{1}{2},k},
\]
\[
\langle \tilde{M}^{k} \rangle_{i,j,k} := A_z(M(\varphi^k))_{i,j,k+\frac{1}{2}}.
\]
The following finite difference scheme could be applied to the variable-mobility Cahn-Hilliard equation (2): given \( \phi^k \in C_{\text{per}} \), find \( \phi^{k+1} \in C_{\text{per}} \) such that

\[
(15) \quad \frac{\phi^{k+1} - \phi^k}{\Delta t} = \nabla_h \cdot \left( \tilde{M}^h \nabla_h \mu^{k+1} \right), \quad \mu^{k+1} = (\phi^{k+1})^3 - \phi^k - \varepsilon^2 \Delta_h \phi^{k+1}.
\]

Regarding the energy stability analysis, the following discrete energy is introduced:

\[
(16) \quad E_h(\phi) := \frac{1}{4} \| \phi \|_4^4 - \frac{1}{2} \| \phi \|_2^2 + \frac{\varepsilon^2}{2} \| \nabla \phi \|_2^2.
\]

The unique solvability and energy stability properties are stated in the following theorem.

**Theorem 2.2.** Given \( \phi^k \in C_{\text{per}} \), there exists a unique solution \( \phi^{k+1} \in C_{\text{per}} \) to the numerical scheme (15) with \( \phi^{k+1} - \phi^k \in C_{\text{per}} \). In addition, the following energy stability estimate is valid:

\[
(17) \quad E_h(\phi^{k+1}) + \Delta t \left[ \tilde{M}^h \nabla_h \mu^{k+1}, \nabla_h \mu^{k+1} \right] \leq E_h(\phi^k).
\]

**Proof.** The following nonlinear operator is introduced:

\[
(18) \quad \mathcal{N}_h(\phi) := \left( -\nabla_h \cdot (\tilde{M}^h \nabla_h) \right)^{-1} (\phi - \phi^k) + \Delta t \phi^3 - \varepsilon^2 \Delta_h \phi.
\]

The numerical scheme (15) can be expressed equivalently via the following nonlinear system

\[
(19) \quad \mathcal{N}_h(\phi) = f := \Delta_t \phi^k.
\]

Meanwhile, we observed that solving (19) is equivalent to minimizing the following discrete energy functional:

\[
(20) \quad J_h(\phi) = \frac{1}{2} \| \phi - \phi^k \|_{\tilde{M}^h}^2 + \frac{\Delta t}{4} \| \phi \|_4^4 + \frac{\varepsilon^2 \Delta t}{2} \| \nabla \phi \|_2^2 - \langle f, \phi \rangle,
\]

which is defined over the admissible set

\[
W_h = \left\{ \phi^{k+1} \in C_{\text{per}} \mid \phi^{k+1} - \phi^k \in \tilde{C}_{\text{per}} \right\}.
\]

Moreover, \( J_h(\phi) \) is strictly convex in terms of \( \phi \). As a result, the unique solvability of (19) is a direct consequence of the strict convexity of \( J_h \), following similar arguments as in [42].

The energy stability estimate (17) comes from the convex splitting structure of the numerical scheme. The details are left to interested readers. \( \square \)

3. **The preconditioned steepest descent iteration solver**

3.1. **The nonlinear iteration solver.** The numerical energy functional \( J_h(\phi) \) is convex, and its first and second order functional derivatives could be represented in the weak form as

\[
(21) \quad \delta_v J(\phi) = \left( -\nabla_h \cdot (\tilde{M}^h \nabla_h) \right)^{-1} (\phi - \phi^k), v \left( +\Delta t \langle \phi^3, v \rangle + \varepsilon^2 \Delta t (\nabla_h \phi, \nabla_h v) - \langle f, v \rangle \right),
\]

for any \( v \in \tilde{C}_{\text{per}} \), and

\[
(22) \quad \delta^2_v J(\phi)(v, w) = \left( -\nabla_h \cdot (\tilde{M}^h \nabla_h) \right)^{-1} v, w \right) + 3 \Delta t \langle \phi^3 v, w \rangle + \varepsilon^2 \Delta t (\nabla_h \phi, \nabla_h w),
\]
for any \( v, w \in \mathcal{C}_{per} \). Applying the discrete Hölder inequality on (21) and (22) yields the following bounds:

\[
|\delta_v \mathcal{J}(\phi)(v)| \leq \|\phi\|_{L^1_h} \|v\|_{L^{-1}_{\Delta t}} + \Delta t \|\phi\|_{2}^{1/2} \|v\|_{4} + \varepsilon^{2} \Delta t \|\nabla_{h} \phi\|_{2} \|\nabla_{h} v\|_{2} + \|f\|_{4/3} \|v\|_{4},
\]

and

\[
|\delta_v^{2} \mathcal{J}(\phi)(v, w)| \leq \|v\|_{L^1_h} \|w\|_{L^{-1}_{\Delta t}} + 3 \Delta t \|\phi\|_{2}^{1/2} \|v\|_{4} \|w\|_{4} + \varepsilon^{2} \Delta t \|\nabla_{h} v\|_{2} \|\nabla_{h} w\|_{2}.
\]

Again, the discrete numerical energy functional is given by (20). For the discrete \( \|\cdot\|_{L^1} \), the following estimate has been derived in a recent work [33]; the readers are referred for this article for the detailed proof.

**Lemma 3.1.** [33] Assume that the mobility function \( M(\phi) \) has uniform lower and upper bounds, such that \( 0 < M_0 \leq M \leq M_1 \). For any \( g \in \mathcal{C}_{per} \), we have

\[
\frac{M_{0}}{M_{1}} \|g\|_{L^1 \Delta t} \leq \|g\|_{L^1_{\Delta t}} \leq \frac{M_{1}}{M_{0}} \|g\|_{L^1 \Delta t}.
\]

Let us define the operator

\[
A_{h} \psi := (-\Delta_{h})^{-1} \psi + \Delta t \psi - \varepsilon^{2} \Delta t \Delta_{h} \psi,
\]

for all \( \psi \in \mathcal{C}_{per} \). This operator is clearly symmetric and positive definite, and it can be efficiently inverted using the FFT. The preconditioned steepest descent method can be formulated as follows: \( \phi^{(0)} := \phi^{0} \), and, for \( n \geq 1 \),

\[
\phi^{(n+1)} = \phi^{(n)} + \alpha_{n} d_{n},
\]

where the search direction \( d_{n} \in \mathcal{C}_{per} \) is defined as the solution to

\[
A_{h} d_{n} = f - N_{h}(\phi^{(n)}),
\]

and the step length \( \alpha_{n} \) is the solution to

\[
\alpha_{n} = \arg \min_{\alpha} J_{h}(\phi^{(n)} + \alpha d_{n}) = \arg \min_{\alpha} \left\langle \delta_{\phi} J_{h}(\phi^{(n)} + \alpha d_{n}) , d_{n} \right\rangle.
\]

**Remark 3.2.** In (28), the computation of \( f - N_{h}(\phi^{(n)}) \) is involves the computation of \( L^{-1}_{\Delta t} \). In fact, the computation of this inverse operator is equivalent to a minimization of a quadratic energy, so that a preconditioned steepest descent (PSD) solver could be applied. Extensive numerical experiments have implied a computational cost of approximately three Poisson solvers are sufficient to obtain a machine error precision solution for this part. For the optimization problem (29), the Newton’s iteration could be applied to obtain an exact solution. Because of the one parameter nature of the optimization, the Newton’s iteration turns out to be very efficient. This approach has greatly improved the efficiency of the nonlinear iteration process. Also see [8, 11, 17, 19, 44] for the applications of the PSD solver to various gradient flow models.

### 3.2. The nonlinear iteration convergence analysis

The following lemma will be used in the later analysis.

**Lemma 3.3.** The search direction \( d_{n} \) defined in (28) is the steepest descent direction, at the point \( \phi^{(n)} \in W_{h} \), with respect to the norm \( \|\cdot\|_{A_{h}} \), where

\[
\|u_{n}\|_{A_{h}}^{2} = \|u_{n}\|_{L^{1}_{\Delta t}}^{2} + \Delta t \|u_{n}\|_{2}^{2} + \varepsilon^{2} \Delta t \|\nabla_{h} u_{n}\|_{2}^{2}.
\]
Lemma 3.5. Let \( \{ \phi^{(n)} \} \) be the sequence generated by (27) and \( \delta_\phi \) be the Riesz representation of the functional \(-\delta_\phi \delta_\phiJ_h(\phi^{(n)})\) in the space \( V \) with respect to the norm \( \| \cdot \|_{A_h} \). As a consequence,

\[
\|d_n\|_{A_h} = \|\delta_\phiJ_h(\phi^{(n)})\|_{V^*},
\]

and

\[
\delta_\phiJ_h(\phi^{(n)})(d_n) = -\|d_n\|^2_{A_h} = -\|\delta_\phiJ_h(\phi^{(n)})\|_{V^*} \cdot \|d_n\|_{A_h},
\]

for all \( d_n \in V \).

\[\square\]

**Corollary 3.4.** Let \( \phi^{(n)} \) be the sequence generated by (27), then

\[
J_h(\phi^{(n+1)}) \leq J_h(\phi^{(n)}).
\]

**Lemma 3.5.** Let \( \{ \phi^{(n)} \} \) be the sequence generated by (27) and \( \epsilon_n = J_h(\phi^{(n)}) - J_h(\phi) \), where \( \phi = \phi^{(k+1)} \) is the exact solution to (15). Then there exists a constant \( C_1 \), independent of \( \epsilon \), such that

\[
\|\phi^{(n)}\|_{L^2} \leq C_1, \quad \forall n \geq 0.
\]

**Proof.** It follows from the Corollary 3.4 that

\[
J_h(\phi^{(n+1)}) \leq J_h(\phi^{(n)}) \leq \cdots \leq J_h(\phi^{(0)}) = \Delta t E_h(\phi^k) \leq \cdots \leq \Delta t E_h(\phi^0) \leq \Delta t C_0,
\]

where \( C_0 > 0 \) is independent of \( h > 0 \). Since

\[
J_h(\phi) = \frac{1}{2} \|\phi - \phi^k\|_{L^2}^2 + \frac{\Delta t}{4} \|\phi\|_{L^4}^4 + \frac{\epsilon^2 \Delta t}{2} \|\nabla_h \phi\|_{L^2}^2 - \Delta t (\phi^k, \phi),
\]

it follows that

\[
J_h(\phi^{(n)}) \geq \frac{\Delta t}{4} \|\phi^{(n)}\|_{L^4}^4 + \frac{\epsilon^2 \Delta t}{2} \|\nabla_h \phi^{(n)}\|_{L^2}^2 - \Delta t (\phi^k, \phi^{(n)})
\]

\[
\geq \frac{\Delta t}{4} \|\phi^{(n)}\|_{L^4}^4 + \frac{\epsilon^2 \Delta t}{2} \|\nabla_h \phi^{(n)}\|_{L^2}^2 - \frac{\Delta t}{2} (\|\phi^k\|_{L^2}^2 + \|\phi^{(n)}\|_{L^2}^2),
\]

so that

\[
\frac{\Delta t}{4} \|\phi^{(n)}\|_{L^4}^4 + \frac{\epsilon^2 \Delta t}{2} \|\nabla_h \phi^{(n)}\|_{L^2}^2 - \frac{\Delta t}{2} (\|\phi^{(n)}\|_{L^2}^2 \leq \frac{\Delta t E_h(\phi^k) + \Delta t}{2} \|\phi^k\|_{L^2}^2
\]

\[\leq \Delta t C_0 + \frac{\Delta t}{2} \|\phi^k\|_{L^2}^2.
\]
Meanwhile, taking a look at the detailed form of \( E_h(\phi^k) \), we observe that
\[
C_0 \geq E_h(\phi^k) = \frac{1}{4} \|\phi^k\|_4^4 - \frac{1}{2} \|\phi^k\|_2^2 + \frac{\varepsilon^2}{2} \|\nabla_h \phi^k\|_2^2
\]
\[
\geq \frac{1}{8} \|\phi^k\|_4^4 - \frac{1}{2} \|\nabla_h \phi^k\|_2^2,
\]
where we have used the following quadratic inequality:
\[
\frac{1}{8} x^4 - \frac{1}{2} x^2 \geq -\frac{1}{2}, \quad \forall x \in \mathbb{R}.
\]
Then we get
\[
\|\phi^k\|_4 \leq (8C_0 + 4|\Omega|)^{1/4}.
\]
Furthermore, with an application of discrete Hölder inequality, we arrive at
\[
\|\phi^k\|_2 \leq \|\phi^k\|_4 : |\Omega|^{1/4} \leq (8C_0|\Omega| + 4|\Omega|^2)^{1/4}.
\]
Going back to (40), we get
\[
\frac{1}{4} \|\phi^{(n)}\|_4^4 + \frac{\varepsilon^2}{2} \|\nabla_h \phi^{(n)}\|_2^2 - \frac{1}{2} \|\phi^{(n)}\|_2^2 \leq C_0 + \frac{1}{2} (8C_0|\Omega| + 4|\Omega|^2)^{1/2}.
\]
Again, we apply a quadratic inequality and observe that
\[
\frac{1}{8} \|\phi^{(n)}\|_4^4 - \frac{1}{2} \|\phi^{(n)}\|_2^2 \geq -\frac{1}{2}|\Omega|.
\]
Substitution of the last inequality into (45) yields
\[
\frac{1}{8} \|\phi^{(n)}\|_4^4 + \frac{\varepsilon^2}{2} \|\nabla_h \phi^{(n)}\|_2^2 \leq C_0 + \frac{1}{2} (8C_0|\Omega| + 4|\Omega|^2)^{1/2} + \frac{1}{2}|\Omega|.
\]
Therefore, we have
\[
\|\phi^{(n)}\|_4 \leq \left(8C_0 + 4(8C_0|\Omega| + 4|\Omega|^2)^{1/2} + 4|\Omega|\right)^{1/4} =: C_1,
\]
as desired. In a similar fashion, we also get
\[
\|\nabla_h \phi^{(n)}\|_2 \leq \varepsilon^{-1} \left(2C_0 + (8C_0|\Omega| + 4|\Omega|^2)^{1/2} + |\Omega|\right)^{1/2}.
\]
Note that constant \( C_1 \) is \( \varepsilon \)-independent. This completes the proof of Lemma 3.5. \( \square \)

The following lemma gives a discrete 2-D Sobolev inequality, from \( H^1 \) into \( L^4 \); the detailed proof could be found in an existing work [18].

**Proposition 3.6.** [18] For all \( \phi \in \hat{C}_{\text{per}} \), we have
\[
\|\phi\|_4 \leq B_0 \|\phi\|_{1.5} \|\nabla_h \phi\|_2^3;
\]
for some constant \( B_0 > 0 \) that depends only upon \( \Omega \).

The following inequality plays an important role in the nonlinear iteration analysis.

**Lemma 3.7.** For any \( u, v \in \hat{C}_{\text{per}} \), the following inequality is valid:
\[
(\delta_\varepsilon J_h(u) - \delta_\varepsilon J_h(v), u - v) \geq C_2 \|u - v\|_{A_h}^2,
\]
where
\[
C_2 := \min \left( \frac{M_0}{2M_1^2}, \frac{1}{2} \frac{M^2_2 \varepsilon}{M_1} \Delta t^{-1} \right).
\]
Proof. A careful calculation reveals that
\begin{equation}
\langle \delta \phi J_h(u) - \delta \phi J_h(v), u - v \rangle = \| u - v \|^2_{L_{-1,h}} + \varepsilon^2 \Delta t \| \nabla h(u - v) \|^2_2 + \Delta t \langle u^3 - v^3, u - v \rangle.
\end{equation}

Meanwhile, the following estimate is available:
\begin{equation}
\langle u^3 - v^3, u - v \rangle \geq 0.
\end{equation}
As a consequence, we get
\begin{equation}
\langle \delta \phi J_h(u) - \delta \phi J_h(v), u - v \rangle \geq \| u - v \|^2_{L_{-1,h}} + \varepsilon^2 \Delta t \| \nabla h(u - v) \|^2_2 \geq M_0 \| u - v \|^2_{L_{-1,h}} + \varepsilon^2 \Delta t \| \nabla h(u - v) \|^2_2 \geq M_0 \frac{\varepsilon^2}{M_1} \sqrt{\Delta t} \| u - v \|^2_2,
\end{equation}
in which the second step comes from inequality (25) (in Lemma 3.1), and the third step is the direct consequence of the following Cauchy inequality:
\begin{equation}
\frac{M_0}{2M_1^2} \| u - v \|^2_{L_{-1,h}} + \frac{1}{2} \varepsilon^2 \Delta t \| \nabla h(u - v) \|^2_2 \geq \frac{M_0^2 \varepsilon}{M_1} \sqrt{\Delta t} \| u - v \|_{-1,h} \cdot \| \nabla h(u - v) \|_2 \geq \frac{M_0^2 \varepsilon}{M_1} \sqrt{\Delta t} \| u - v \|^2_2.
\end{equation}

Finally, considering
\begin{equation}
\| u - v \|^2_{A_h} = \| u - v \|^2_{L_{-1,h}} + \Delta t \| \nabla h(u - v) \|^2_2 + \varepsilon^2 \Delta t \| \nabla h(u - v) \|^2_2,
\end{equation}
we conclude that estimate (51) is valid by choosing \( C_2 \) as indicated above. \( \square \)

\textbf{Lemma 3.8.} The iteration error is defined as \( e_n := J_h(\phi^{(n)}) - J_h(\phi) \). With the same assumptions as Lemma 3.5, we have
\begin{equation}
e_n \leq \langle \delta \phi J_h(\phi^{(n)}) - \delta \phi J_h(\phi), \phi^{(n)} - \phi \rangle \leq C_5 \| \delta \phi J_h(\phi^{(n)}) \|_{V'}^2,
\end{equation}
and
\begin{equation}
| \delta \phi J_h(\theta^n)(d_n, d_n) | \leq C_4 \| d_n \|^2_{A_h},
\end{equation}
for any \( \theta^n \) in the line segment from \( \phi^{(n)} \) to \( \phi^{(n+1)} \), where the constants \( C_3, C_4 \) take the following forms:
\begin{equation}
C_3 := C_2^{-1} = \max \left( 2, \frac{2M_1^2 \cdot M_1}{M_0 \varepsilon} \Delta t^2 \right),
\end{equation}
\begin{equation}
C_4 := \max(1, M_1M_0^2) + \frac{1}{4} \cdot \frac{3}{2} \cdot B_0^2 \cdot C_1^2 \varepsilon^{-2} \Delta t^4,
\end{equation}
with \( C_1, B_0 \) as given in Lemmas 3.5, 3.6, respectively.

Proof. By convexity of \( J_h \), we have
\begin{equation}
J_h(\phi^{(n)}) - J_h(\phi) \leq \langle \delta \phi J_h(\phi^{(n)}) - \delta \phi J_h(\phi), \phi^{(n)} - \phi \rangle.
\end{equation}
The estimates corresponding to (63)-(65) turn out to be
\begin{align}
(\delta_0 J_h(\phi(n)) - \delta_0 J_h(\phi), \phi(n) - \phi) &= (\delta_0 J_h(\phi(n)), \phi(n) - \phi) \\
&\leq \left\| \delta_0 J_h(\phi(n)) \right\|_{W^1_h} \left\| \phi - \phi(n) \right\|_{A_h} \\
&\leq \frac{1}{2} C_2^{-1} \left\| \delta_0 J_h(\phi(n)) \right\|_{V'}^2 + \frac{1}{2} C_2 \left\| \phi - \phi(n) \right\|_{A_h}^2 \\
&\leq \frac{1}{2} C_2^{-1} \left\| \delta_0 J_h(\phi(n)) \right\|_{V'}^2 + \frac{1}{2} \left( \delta_0 J_h(\phi(n)) - \delta_0 J_h(\phi), \phi(n) - \phi \right).
\end{align}

Therefore, we can take constant \( C_3 = C_2^{-1} = \max(2, \Delta t^\frac{1}{2} \varepsilon^{-1}) \), such that
\begin{equation}
\varepsilon^n \leq (\delta_0 J_h(\phi(n)) - \delta_0 J_h(\phi), \phi(n) - \phi) \leq C_3 \left\| \delta_0 J_h(\phi(n)) \right\|_{V'}^2.
\end{equation}

Next we derive a bound for \( \left| \frac{\delta^2 J_h(\theta^n)}{\theta^n} (d_n, d_n) \right| \). We begin with an application of (24):
\begin{equation}
\left| \frac{\delta^2 J_h(\theta^n)}{\theta^n} (d_n, d_n) \right| \leq \left\| d_n \right\|^2_{C_{\text{Roh}}^1} + 3 \Delta t \left\| \theta^n \right\|^2_{L^1} \cdot \left\| d_n \right\| + \varepsilon^2 \Delta t \left\| \nabla d_n \right\|^2.
\end{equation}

With the help of the \( \ell^4 \) estimate (37) (in Lemma 3.5), we get
\begin{equation}
\left\| \theta^n \right\|^4_{L^4} \leq C_1.
\end{equation}

On the other hand, an application of discrete Sobolev inequality (50) (in Proposition 3.6) indicates that
\begin{equation}
\left\| d_n \right\|^2_{C_{\text{Roh}}^1} + \varepsilon^2 \Delta t \left\| \nabla d_n \right\|^2 \geq \frac{4}{3 \pi^2} \varepsilon^2 \Delta t^\frac{1}{2} \left\| d_n \right\|^2_{C_{\text{Roh}}^1} + \varepsilon^2 \Delta t \left\| \nabla d_n \right\|^2.
\end{equation}

with the Young’s inequality applied in the first step. Consequently, a substitution of (64) and (65) into (63) yields
\begin{equation}
\left| \frac{\delta^2 J_h(\theta^n)}{\theta^n} (d_n, d_n) \right| \leq \frac{M_1}{M_0^2} \left\| d_n \right\|^2_{C_{\text{Roh}}^1} + \frac{1}{4} \cdot 3 \varepsilon^2 \Delta t^\frac{1}{2} \left( \left\| d_n \right\|^2_{C_{\text{Roh}}^1} + \varepsilon^2 \left\| \nabla d_n \right\|^2 \right).
\end{equation}

Considering
\begin{equation}
\left\| d_n \right\|^2_{C_{\text{Roh}}^1} = \left\| d_n \right\|^2_{C_{\text{Roh}}^1} + \Delta t \left\| d_n \right\|^2 + \varepsilon^2 \Delta t \left\| \nabla d_n \right\|^2,
\end{equation}
we conclude that estimate (58) is valid by choosing \( C_4 = \max(1, M_1, M_0^2) + \frac{1}{4} \cdot 3 \varepsilon^2 \Delta t^\frac{1}{2} \). Note that both \( B_0 \) and \( C_1 \) are \( \varepsilon, \Delta t \) independent. This finishes the proof of Lemma 3.8. \( \square \)

**Remark 3.9.** We see that \( C_3 = O(1) \) if \( \Delta t = O(\varepsilon^2) \), while \( C_3 = O(\varepsilon^{-1} \Delta t^\frac{1}{2}) \) with a small \( \varepsilon \) value. A similar scaling law is available for \( C_4 \): \( C_4 = O(\varepsilon^2) \) if \( \Delta t = O(\varepsilon^2) \), while \( C_4 = O(\varepsilon^{\frac{1}{2}} \Delta t^\frac{1}{2}) \) with a small \( \varepsilon \) value.

For the case of \( d = 3, p = 4 \), the discrete Sobolev inequality becomes
\begin{equation}
\left\| \phi \right\|^4_{L^4} \leq B_0 \left\| \phi \right\|^2_{C_{\text{per}}^1} \cdot \left\| \nabla \phi \right\|^2,
\end{equation}
for all \( \phi \in C_{\text{per}}^1 \).

The estimates corresponding to (63)-(65) turn out to be
\begin{equation}
\left| \frac{\delta^2 J_h(\theta^n)}{\theta^n} (d_n, d_n) \right| \leq \left\| d_n \right\|^2_{C_{\text{per}}^1} + 3 \Delta t \left\| \theta^n \right\|^2_{L^4} \left\| d_n \right\|^2 + \varepsilon^2 \Delta t \left\| \nabla d_n \right\|^2.
\end{equation}
Remark 3.11. A geometric convergence rate is assured by Theorem 3.10. Regarding the convergence constant, we observe that $C_3 C_4 = O(\varepsilon^{-1})$ for a time step choice $\Delta t = O(\varepsilon^2)$, while $C_3 C_4 = O(\varepsilon^{-\frac{5}{2}} \Delta t^2)$ with a small $\varepsilon$ value. In turn, this
The contraction estimate (77) is valid for the error of the discrete energy (20). Meanwhile, such a contraction estimate is not directly available for the numerical error of the original phase variable: \( q_n := \phi^{(n)} - \phi \). However, we are still able to derive a geometric convergent estimate for such a numerical error. The functional inequality is available

\[
J_h(\phi^{(n)}) - J_h(\phi) = \delta \phi J_h(\phi)(q_n) + \frac{1}{2} \delta^2 J_h(\theta)(q_n, q_n)
\]

\[
\geq \frac{\mathcal{M}_0}{2 \mathcal{M}_1^2} \|q_n\|_{-1, h}^2 + \frac{\varepsilon^2 \Delta t}{2} \|\nabla_h q_n\|_2^2,
\]

with \( \theta \) in the line segment from \( \phi^{(n)} \) to \( \phi \). Note that the second step comes from the fact that \( \delta \phi J_h(\phi) \equiv 0 \), and the following fact is used in the last step:

\[
3 \theta^2 (q_n)^2 \geq 0.
\]

As a direct consequence, we get

\[
\frac{\mathcal{M}_0}{2 \mathcal{M}_1^2} \|q_n\|_{-1, h}^2 + \frac{\varepsilon^2 \Delta t}{2} \|\nabla_h q_n\|_2^2 \leq \epsilon_n
\]

\[
\leq C_0^0 \epsilon_0
\]

\[
\leq (C_0)^n \left( -\frac{1}{2} \|\phi - \phi^k\|_k^2 + \frac{\varepsilon^2}{4} \|\nabla_h q_k\|_2^2 + \Delta t (\|\phi^k\|_k^2 - \|\phi\|_k^2) + \Delta t^2 (\|\nabla_h \phi^k\|_2^2 - \|\nabla_h \phi\|_2^2) + (\phi^k, \phi - \phi) \right)
\]

\[
\leq \Delta t (C_0)^n R_k,
\]

where

\[
R_k = \frac{1}{4} (\|\phi^k\|_k^4 - \|\phi\|_k^4) + \frac{\varepsilon^2}{2} \|\nabla_h \phi^k\|_2^2 - \|\nabla_h \phi\|_2^2) + (\phi^k, \phi - \phi).
\]

This yields the geometric convergence analysis for the numerical error \( q_n \), in both \( \| \cdot \|_2 \) and discrete \( H^1_h \) norms. We also notice that \( R_k = O(\Delta t) \), since \( \phi \) is the exact numerical solution \( \phi^{n+1} \) for the convex splitting scheme.

4. Numerical results

4.1. Convergence test for the numerical schemes. In this subsection we perform a numerical accuracy check for the numerical scheme (15). The computational domain is chosen as \( \Omega = (0, 1)^2 \), and the exact profile for the phase variable is set to be

\[
\Phi(x, y, t) = \frac{1}{\pi} \sin(2\pi x) \cos(2\pi y) \cos(t).
\]
To make $\Phi$ satisfy the original PDE (2), we have to add an artificial, time-dependent forcing term. Then the numerical scheme (15) can be implemented to solve for (2). In addition, we set the mobility function as
\[ M(\phi) = \frac{1}{2} (1 + \phi^2). \]
Notice that this mobility function has a uniform lower bound $M(\phi) \geq \frac{1}{2}$.

First, we verify the efficiency and accuracy of the proposed PSD iterative solver. The first time step is taken into consideration, and we take the spatial resolution as $N = 256$ (with $h = \frac{1}{256}$). To investigate the iteration performance and its dependence on certain parameters, such as the time step size $\Delta t$ and interface width $\varepsilon$, we take three different parameter combinations: (a) $\Delta t = 0.01$, $\varepsilon = 0.05$, (b) $\Delta t = 0.01$, $\varepsilon = 0.01$, and (c) $\Delta t = 0.02$, $\varepsilon = 0.05$. The discrete $\ell^2$ iteration errors are displayed in Figure 1, in terms of the iteration number.

In all three cases, the geometric convergence rate has been clearly observed in the iteration process, which justifies the theoretical analysis (80). In addition, the convergence rate turns out to be faster with a smaller time step size $\Delta t$ or a larger surface diffusion parameter $\varepsilon$, by making a comparison between (a) and (b), (a) and (c), respectively. This numerical behavior also agrees with the analysis outlined in Remark 3.11. Meanwhile, all these iterations have reached the machine precision within 40 iteration stages. In the practical computations, only 5 to 10 iteration stages are needed at each time step.

Next, the accuracy check for the fully implemented numerical scheme is performed. The spatial resolution is fixed as $N = 256$ so that the spatial numerical
error is negligible. The final time is set as $T = 1$, and the surface diffusion parameter is taken as $\varepsilon = 0.5$. Naturally, a sequence of time step sizes are taken as $\Delta t = \frac{T}{N_T}$ with $N_T = 100 : 100 : 1000$. The expected temporal numerical accuracy assumption $e = C \Delta t$ indicates that $\ln |e| = \ln (CT) - \ln N_T$, so that we plot $\ln |e|$ versus $\ln N_T$ to demonstrate the temporal convergence order. The fitted line displayed in Figure 2 shows an approximate slope of -1.3463, which in turn verifies at least first order temporal convergence order in both the discrete $\ell^2$ and $\ell^\infty$ norms.

4.2. Numerical simulation of coarsening processes. In this subsection, we perform a two-dimensional numerical simulation showing the coarsening process with variable mobility function (82). The computational domain is set as $\Omega = (0,1)^2$, and the interface width parameter is taken as $\varepsilon = 0.005$. The initial data are given by

$$\phi_{0,i,j} = 0.05 \cdot (2r_{i,j} - 1), \quad r_{i,j} \text{ are uniformly distributed random numbers in } [0,1].$$

The numerical scheme (15) is implemented for this simulation. For the temporal step size $\Delta t$, we use increasing values of $\Delta t$ in the time evolution: $\Delta t = 5 \times 10^{-5}$ on the time interval $[0,0.5]$, $\Delta t = 10^{-4}$ on the time interval $[0.5,3]$ and $\Delta t = 2 \times 10^{-4}$ on the time interval $[3,7]$. Whenever a new time step size is applied, we initiate the two-step numerical scheme by taking $\phi^{-1} = \phi^0$, with the initial data $\phi^0$ given by the final time output of the last time period. The time snapshots of the evolution by using $\varepsilon = 0.005$ are presented in Figure 3, with significant coarsening observed in the system. At early times many small structures are present. At the final time, $t = 7$, a single structure emerges, and further coarsening is not possible.

In particular, the long time characteristics of the solution, especially the energy decay rate, are of great scientific interests. For the epitaxial thin film growth and polynomial-approximation Cahn-Hilliard gradient models, certain theoretical analysis [29] has provided an upper bound of the energy decay rate as $t^{-1/3}$, and some numerical experiments have also demonstrated such a scaling law [10, 12]. Meanwhile, for the Cahn-Hilliard flow with variable mobility function, the energy dissipation law has also been an interesting issue. In this article, we provide some
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Figure 3. (Color online.) Snapshots of the phase variable $\phi$ at the indicated time instants over the domain $\Omega = (0, 1)^2$, $\varepsilon = 0.005$, with the solution-dependent mobility (82). Finally, there is a single structure at $t = 7$.

Figure 4. Log-log plot of the temporal evolution the energy $E_h$ for $\varepsilon = 0.005$, with a variable mobility function given by (82). The energy decreases like $a_\varepsilon t^{b_\varepsilon}$ until saturation. The red lines represent the energy plot obtained by the simulations, while the straight lines are obtained by least squares approximations to the energy data. The least squares fit is only taken for the linear part of the calculated data, only up to about time $t = 100$. The fitted line has the form $a_\varepsilon t^{b_\varepsilon}$, with $a_\varepsilon = 0.01895$, $b_\varepsilon = -0.3845$.

numerical evidences. Figure 4 presents the log-log plot for the energy versus time, with the given physical parameters, in which the discrete $E_h$ is defined as (16). The detailed scaling “exponent” is obtained using least squares fits of the computed data up to time $t = 100$. A clear observation of the $a_\varepsilon t^{b_\varepsilon}$ scaling law can be made, with $a_\varepsilon = 0.01895$, $b_\varepsilon = -0.3845$. It is amazing to obtain an energy dissipation scaling index for the Flory-Huggins Cahn-Hilliard flow in the long time
numerical simulation, which is close to the $t^{-1/3}$ scaling observed in the polynomial approximation model.

5. Concluding remarks

In this article, the preconditioned steepest descent (PSD) iteration solver is considered to implement a first order convex splitting numerical scheme, combined with the finite difference spatial discretization, to the Cahn-Hilliard equation with variable mobility function. The convex-concave decomposition is applied to the energy functional, while the mobility function is explicitly updated to ensure the unique solvability. In terms of the numerical implementation of this nonlinear numerical scheme, coupled with a variable-mobility approximation, we propose a preconditioned steepest descent iteration solver in the computation, since the implicit parts of the numerical scheme are associated with a strictly convex energy. Such an iteration solver consists of a computation of the search direction (involved with a Poisson-like equation), and a one-parameter optimization over the search direction, in which the Newton’s iteration becomes very powerful. At a theoretical level, a geometric convergence rate is proved for the PSD iteration, which is the first such result for the variable-mobility gradient flows. In addition, an optimal rate convergence analysis and error estimate have also been established for the fully discrete finite difference scheme. A few numerical examples are presented to demonstrate the robustness and efficiency of the PSD solver.
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Appendix A. The convergence analysis for the numerical scheme

In this appendix we provide an optimal rate convergence analysis for the fully discrete scheme (15). Let $\Phi$ be the exact PDE solution for the variable-mobility Cahn-Hilliard equation (2). With sufficiently regular initial data, it is reasonable to assume that the exact solution has regularity of class $R$, where

$$(A.1) \quad \Phi \in R := H^2(0, T; C_{\text{per}}^6(\Omega)) \cap H^1(0, T; C_{\text{per}}^2(\Omega)) \cap L^\infty(0, T; C_{\text{per}}^1(\Omega)).$$

Theorem A.1. Given initial data $\Phi(\cdot, t = 0) \in C_{\text{per}}^6(\Omega)$, suppose the exact solution for the variable-mobility Cahn Hilliard equation (2) is of regularity class $R$. Then, provided $\Delta t$ and $h$ are sufficiently small, and under the linear refinement requirement $C_1 h \leq \Delta t \leq C_2 h$, we have

$$(A.2) \quad \|\Phi^k - \phi^k\|_2 + \left(\Delta t \sum_{j=1}^{k} (\|\nabla_h (\Phi^j - \phi^j)\|_2^2)^{1/2}\right) \leq C(\Delta t + h^2),$$

for all positive integers $k$, such that $t_k = k\Delta t \leq T$, where $C > 0$ is independent of $\Delta t$ and $h$.

Proof. A careful application of Taylor expansion for $\Phi$ gives

$$(A.3) \quad \frac{\Phi^{k+1} - \Phi^k}{\Delta t} = \nabla_h \cdot \left(\Delta t \nabla_h \left(\Phi^k (\Phi^{k+1})^3 - \Phi^k - \epsilon^2 \Delta_h \Phi^{k+1}\right)\right) + \tau^{k+1},$$

with the local truncation error $\|\tau^{k+1}\|_2 \leq C(\Delta t + h^2)$. In turn, the numerical error function is introduced at a point-wise level:

$$(A.4) \quad \tilde{\phi}^m = \Phi^m - \phi^m, \quad \forall m \geq 0.$$
In turn, subtracting (A.3) from (15) leads to
\[
\frac{\tilde{\phi}^{k+1} - \tilde{\phi}^k}{\Delta t} = \nabla_h \cdot \left( (\tilde{\mathcal{M}}(\Phi^k) - \tilde{\mathcal{M}}^k) \nabla_h \nabla \tilde{\phi}^{k+1} + \tilde{\mathcal{M}}^k \nabla_h (N_{1}^{k+1} - \tilde{\phi}^k - \varepsilon^2 \Delta_h \tilde{\phi}^{k+1}) + \tau^{k+1},
\right)
\]
(A.5)
where
\[
\begin{align*}
N_{1}^{k+1} &:= (\Phi^{k+1})^3 - (\tilde{\phi}^{k+1})^3 = N_{2}^{k+1} + \varepsilon^2 \Delta_h \tilde{\phi}^{k+1}, \\
N_{2}^{k+1} &:= (\Phi^{k+1})^2 + \Phi^{k+1} \tilde{\phi}^{k+1} + (\tilde{\phi}^{k+1})^2, \\
\mathcal{V}^{k+1} &:= (\Phi^{k+1})^3 - \Phi^{k} - \varepsilon^2 \Delta_h \Phi^{k+1}.
\end{align*}
\]
(A.6) (A.7) (A.8)

The exact solution $\Phi$ has the following bounds:
\[
\Phi \in (0, T) \leq C_5, \quad \Phi^{m} \leq C_5, \quad \forall m \geq 0.
\]
(A.9)

Since $\mathcal{V}^{m+1}$ only depends on the exact solution, we assume a discrete $W^{1, \infty}$ bound:
\[
\|\mathcal{V}^{m+1}\|_{\infty} + \|\nabla_h \mathcal{V}^{m+1}\|_{\infty} \leq C_6, \quad \forall m \geq 0.
\]
(A.10)

Since the numerical scheme (15) is unconditionally energy stable, we have
\[
E_h(\phi^{m}) \leq E_h(\phi^{m-1}) \leq \cdots \leq E_h(\phi^0) \leq C_0,
\]
so that
\[
\|\phi^{m}\|_{H^1} \leq \tilde{C}_0 := C^{-1}(C_0 + C_{11}).
\]
(A.11) (A.12)

Consequently, with an application of 3-D Sobolev inequality (C.1), we conclude that
\[
\|\phi^{m}\|_{H^1} \leq \tilde{C}_1 := C\tilde{C}_0, \quad \forall m \geq 0.
\]
(A.13)

In addition, we make an a-priori assumption for the numerical error function at the previous time step:
\[
\|\nabla_h \tilde{\phi}^{k}\|_{4} \leq 1,
\]
(A.14)

and this assumption will be recovered by the convergence estimate at the next time step. As a result, the $W^{4,4}$ bound of the numerical solution at $t^k$ becomes available:
\[
\|\nabla_h \tilde{\phi}^{k}\|_{4} = \|\nabla_h (\Phi^{k} - \tilde{\phi}^{k})\|_{4} \leq \|\nabla_h \Phi^k\|_{4} + \|\nabla_h \tilde{\phi}^{k}\|_{4} \leq C_5 + 1.
\]
(A.15)

Taking an inner product with (A.5) by $2\tilde{\phi}^{k+1}$ leads to
\[
\begin{align*}
\frac{1}{\Delta t} & \left( \|\tilde{\phi}^{k+1}\|_{2} - \|\tilde{\phi}^{k}\|_{2} + \|\tilde{\phi}^{k+1} - \tilde{\phi}^{k}\|_{2} \right) \\
& + 2\langle \nabla_h \tilde{\phi}^{k+1}, \tilde{\mathcal{M}}^k \nabla_h (N_{1}^{k+1} - \varepsilon^2 \Delta_h \tilde{\phi}^{k+1}) \rangle \\
= 2\langle \nabla_h \tilde{\phi}^{k+1}, \tilde{\mathcal{M}}^k \nabla_h \tilde{\phi}^{k} - (\tilde{\mathcal{M}}(\Phi^k) - \tilde{\mathcal{M}}^k) \nabla_h \mathcal{V}^{k+1} \rangle + 2\langle \tilde{\phi}^{k+1}, \tilde{\phi}^{k+1} \rangle, \\
\end{align*}
\]
(A.16)
For the right hand side terms, the following estimates are available:

\[ 2\langle \nabla \phi^{k+1}_1, \mathcal{M}_h \nabla \phi^{k+1} \rangle \leq 2\| \mathcal{M}(\phi^k) \|_\infty \cdot \| \nabla \phi^{k+1} \|_2 \cdot \| \nabla \phi^{k+1} \|_2, \]

(A.17)

\[ \leq 2\mathcal{M}_1\| \nabla \phi^{k+1} \|_2 \cdot \| \nabla \phi^{k+1} \|_2 \leq \mathcal{M}_1(\| \nabla \phi^{k+1} \|_2^2 + \| \nabla \phi^{k+1} \|_2^2), \]

(A.18)

\[ |\mathcal{M}(\phi^k) - \mathcal{M}(\xi(k))| = |\mathcal{M}(\xi(k))(\phi^k - \phi^k)| = |\mathcal{M}(\xi(k))\phi^k| \leq \mathcal{M}_1|\phi^k|, \]

\[ - 2\langle \nabla \phi^{k+1}, (\mathcal{M}(\phi^k) - \mathcal{M}(\xi(k))) \nabla \phi^{k+1} \rangle \leq 2\| \nabla \phi^{k+1} \|_2 \cdot \| \mathcal{M}(\phi^k) - \mathcal{M}(\xi(k)) \|_2 \cdot \| \nabla \phi^{k+1} \|_\infty \]

\[ \leq 2\mathcal{C}_3\| \nabla \phi^{k+1} \|_2 \cdot \| \phi^k \|_2 = 2\mathcal{C}_3\mathcal{M}(\| \nabla \phi^{k+1} \|_2 \cdot \| \phi^k \|_2, \]

(A.19)

\[ \leq \mathcal{C}_2\mathcal{M}(\| \nabla \phi^{k+1} \|_2^2 + \| \phi^k \|_2^2), \]

(A.20)

in which \( \xi(k) \) is between \( \phi^k \) and \( \phi^k \). Notice that the uniform bounds for the mobility function, \( \mathcal{M}_0 \leq \mathcal{M}(\phi) \leq \mathcal{M}_1 \), as well as its derivative bound, \( |\mathcal{M}'(\phi)| \leq M \), and the \( W^{r+\infty}_h \) bound (A.10) for \( \phi^{k+1} \), have been used in the derivation.

For the nonlinear error term, we focus on the inner product in the \( x \) direction; the corresponding analysis in the \( y \) and \( z \) directions could be similarly carried out. Over any fixed mesh cell, from \( (i,j,k) \) to \( (i+1,j,k) \), the following identities are valid:

(A.21)

\[ D_x((fg) \cdot (D_xg) + (A_xg) \cdot (D_xf)) = \frac{1}{2}(f_{i,j,k} + f_{i+1,j,k}), \]

(A.22)

\[ D_xN_{2x}^{k+1} = D_x(N_{2x}^{k+1} \phi^{k+1}) = D_x(N_{2x}^{k+1}) \cdot (D_x\phi^{k+1}) + (D_xN_{2x}^{k+1}) \cdot (A_x\phi^{k+1}). \]

For the first decomposition term in (A.22), we see that the nonlinear coefficient is non-negative at a point-wise level, i.e., \( N_{2x}^{k+1} \geq 0 \), so that

(A.23)

\[ 2\langle D_x\phi^{k+1}, \mathcal{M}_h(A_xN_{2x}^{k+1}) \cdot (D_x\phi^{k+1}) \rangle \geq 0, \]

in which the fact that \( \mathcal{M}(\phi^k) \geq \mathcal{M}_0 \) has also been used. For the second decomposition term in (A.22), we look at the part of \( D_x((\phi^{k+1})^2) \). A further application of the identity (A.21) implies that

\[ D_x((\phi^{k+1})^2) = 2(A_x\phi^{k+1}) \cdot (D_x\phi^{k+1}), \]

so that

\[ 2(D_x\phi^{k+1}, \mathcal{M}_h(A_x\phi^{k+1}) \cdot (D_x\phi^{k+1})) \langle 4(D_x\phi^{k+1}) \cdot (\mathcal{M}_h(A_x\phi^{k+1}) \cdot (D_x\phi^{k+1})) \]

\[ \leq 4\| D_x\phi^{k+1} \|_6 \cdot \| \mathcal{M}_h \|_\infty \cdot \| \phi^{k+1} \|_6 \cdot \| D_x\phi^{k+1} \|_2 \cdot \| \phi^{k+1} \|_6 \leq 4\| \Delta_h \phi^{k+1} \|_2 \cdot \mathcal{C}_1 \cdot \| \phi^{k+1} \|_H^1 \leq \mathcal{C}_2\| \Delta_h \phi^{k+1} \|_2 \cdot \| \phi^{k+1} \|_H^1, \]

with \( \mathcal{C}_2 = C\mathcal{C}_0\mathcal{C}_1\mathcal{M}_1 \), in which the discrete Sobolev inequalities (C.1), the discrete \( H^2 \) and \( L^2 \) bounds for the numerical solution, given by (A.12), (A.13), have been applied in the derivation. Similar estimates could be derived for two other expansion terms of \( N_{k}^{k+1} \); the results are stated below, while the technical details are skipped for the sake of brevity:

\[ 2\langle D_x\phi^{k+1}, \mathcal{M}_h(D_x((\phi^{k+1})^2)) \cdot (A_x\phi^{k+1}) \rangle \leq \mathcal{C}_3\| \Delta_h \phi^{k+1} \|_2 \cdot \| \phi^{k+1} \|_H^1, \]

(A.24)

\[ 2\langle D_x\phi^{k+1}, \mathcal{M}_h(D_x((\phi^{k+1})^2)) \cdot (A_x\phi^{k+1}) \rangle \leq \mathcal{C}_3\| \Delta_h \phi^{k+1} \|_2 \cdot \| \phi^{k+1} \|_H^1, \]

(A.25)
with \( \hat{C}_4 = C(\hat{C}_0 \hat{C}_1 + (C_3)^2)M_1 \). Subsequently, a combination of (A.23)-(A.25) leads to
\[
2(D_x \tilde{\phi}_{k+1}, \hat{M}_k D_x N_{1}^{k+1}) \leq 3\hat{C}_3 \| \Delta_h \tilde{\phi}_{k+1} \|_2 \cdot \| \tilde{\phi}_{k+1} \|_{H^1_h}.
\]
The estimates in the \( y \) and \( z \) directions are similar; the details are skipped for the sake of brevity:
\[
2(D_y \tilde{\phi}_{k+1}, \hat{M}_k D_y N_{1}^{k+1}) \leq 3\hat{C}_3 \| \Delta_h \tilde{\phi}_{k+1} \|_2 \cdot \| \tilde{\phi}_{k+1} \|_{H^1_h},
\]
\[
2(D_z \tilde{\phi}_{k+1}, \hat{M}_k D_z N_{1}^{k+1}) \leq 3\hat{C}_3 \| \Delta_h \tilde{\phi}_{k+1} \|_2 \cdot \| \tilde{\phi}_{k+1} \|_{H^1_h}.
\]
Then we obtain
\[
2(\nabla\phi^{k+1}, \hat{M}_k \nabla_{h} N_{1}^{k+1}) \leq 9\hat{C}_3 \| \Delta_h \tilde{\phi}_{k+1} \|_2 \cdot \| \tilde{\phi}_{k+1} \|_{H^1_h}
\]
\[
\leq \frac{1}{2} M_0 \varepsilon^2 \| \Delta_h \tilde{\phi}^{k+1} \|_2^2 + \frac{81}{2} \hat{C}_3^2 M_0^1 e^{-2 \left( \| \tilde{\phi}^{k+1} \|_2^2 + \| \nabla_h \tilde{\phi}^{k+1} \|_2^2 \right)}.
\]
For the nonlinear error estimate associated with the surface diffusion part, the technical lemma in Appendix B is required. Finally, a substitution of (A.17)-(A.20), (A.28) and (B.1) into (A.16) results in
\[
\frac{1}{\Delta t} \left( \| \tilde{\phi}^{k+1} \|_2^2 - \| \tilde{\phi}^k \|_2^2 \right) + \frac{1}{2} M_0 \varepsilon^2 \| \Delta_h \tilde{\phi}^{k+1} \|_2^2 
\leq C_5 (\| \nabla_h \tilde{\phi}^{k+1} \|_2^2 + \| \nabla_h \tilde{\phi}^{k} \|_2^2) + C_6 (\| \tilde{\phi}^{k+1} \|_2^2 + \| \tilde{\phi}^k \|_2^2) + \| \tau^{k+1} \|_2^2,
\]
with \( \hat{C}_5 = M_1 + C_3 M + 81 \hat{C}_3^2 M_0^1 e^{-2} + 2 \varepsilon^2 M^{(1)} \), \( \hat{C}_6 = C_3 M + 81 \hat{C}_3^2 M_0^1 e^{-2} + 1 \). Meanwhile, an application of Cauchy inequality implies that
\[
\hat{C}_5 \| \nabla_h \tilde{\phi}^m \|_2^2 = - \hat{C}_5 (\| \tilde{\phi}^m \|_2 + \| \Delta_h \tilde{\phi}^m \|_2)
\]
\[
\leq 2 \hat{C}_3^2 e^{-2} \| \tilde{\phi}^m \|_2^2 + \frac{1}{8} M_0 \varepsilon^2 \| \Delta_h \tilde{\phi}^m \|_2^2, \quad m = k, k + 1.
\]
A substitution of (A.30) into (A.29) results in
\[
\frac{1}{\Delta t} \left( \| \tilde{\phi}^{k+1} \|_2^2 - \| \tilde{\phi}^k \|_2^2 \right) + \frac{1}{4} M_0 \varepsilon^2 \| \Delta_h \tilde{\phi}^{k+1} \|_2^2 
\leq (\hat{C}_6 + 2 \hat{C}_3^2 e^{-2}) \left( \| \tilde{\phi}^{k+1} \|_2^2 + \| \tilde{\phi}^k \|_2^2 \right) + \| \tau^{k+1} \|_2^2.
\]
An application of discrete Gronwall inequality implies that
\[
\| \tilde{\phi}^{k+1} \|_2^2 + \frac{1}{4} M_0 \varepsilon^2 \Delta t \sum_{l=1}^{k+1} \| \Delta_h \tilde{\phi}^l \|_2^2 \leq C (\Delta t^2 + h^4),
\]
so that an optimal rate convergence estimate has been established.

**Recovery of the a-priori assumption (A.14)**

With the optimal rate error estimate (A.32) at hand, we are able to obtain the following error bounds at time step \( t^{k+1} \):
\[
\| \tilde{\phi}^{k+1} \|_2^2 \leq C(\Delta t + h^2), \quad \| \Delta_h \tilde{\phi}^{k+1} \|_2 \leq \frac{C(\Delta t + h^2)}{\Delta t^2} \leq C(\Delta t^2 + h^2),
\]
in which the linear refinement constraint \( \hat{C}_4 h \leq \Delta t \leq \hat{C}_2 h \) has been applied. In turn, an application of the discrete Sobolev inequality (C.1) implies that
\[
\| \nabla_h \tilde{\phi}^{k+1} \|_4 \leq \| \Delta_h \tilde{\phi}^{k+1} \|_2 \leq C (\Delta t^2 + h^2) \leq 1,
\]
provided that \( \Delta t \) and \( h \) are sufficiently small. Therefore, the a-priori assumption (A.14) is valid at the next time step \( t^{k+1} \), so that an induction analysis could be applied. This finishes the convergence analysis.
Appendix B. A technical lemma

The following technical lemma is needed in the proof of the convergence of the numerical scheme. The notation and the assumptions are the same.

Lemma B.1. Under the point-wise bounds, $M_0 \leq \bar{M} \leq M_1$, $|\mathcal{M}(\phi)| \leq M$, and the a-priori bound (A.15) for the numerical solution at the previous time step, we have

$$ - \langle \nabla_h \hat{\phi}^m, \bar{M}(\phi^m) \nabla_h \Delta_h \hat{\phi}^m+1 \rangle $$

(B.1)\[ \geq \frac{1}{2} M_0 \| \Delta_h \hat{\phi}^m+1 \|_2^2 - M(1) \| \nabla_h \hat{\phi}^m+1 \|_2^2 \]

where the constant $M(1)$ only depends on $M_0$, $M_1$, $C_5$, $\tilde{C}_1$ and $M$.

Proof. An application of summation by parts implies that

$$ - \langle \nabla_h \hat{\phi}^m+1, \bar{M}(\phi^m) \nabla_h \Delta_h \hat{\phi}^m+1 \rangle = \langle \Delta_h \hat{\phi}^m+1, \nabla_h \cdot (\bar{M}(\phi^m) \nabla_h \hat{\phi}^m+1) \rangle. $$

Meanwhile, at a fixed grid point $(i,j,k)$, a detailed finite difference expansion reveals that

$$ \nabla_h \cdot (\bar{M}(\phi^m) \nabla_h \hat{\phi}^m+1)_{i,j,k} = (\mathcal{M}_h^{(m)})_{i,j,k} \Delta_h \hat{\phi}^m+1_{i,j,k} $$

$$ + \frac{1}{2} (D_x (\mathcal{M}_h^{(m)})_{i+\frac{1}{2},j,k} D_x \hat{\phi}^m+1_{i+\frac{1}{2},j,k} + D_x (\mathcal{M}_h^{(m)})_{i-\frac{1}{2},j,k} D_x \hat{\phi}^m+1_{i-\frac{1}{2},j,k}) $$

$$ + \frac{1}{2} (D_y (\mathcal{M}_h^{(m)})_{i,j+\frac{1}{2},k} D_y \hat{\phi}^m+1_{i,j+\frac{1}{2},k} + D_y (\mathcal{M}_h^{(m)})_{i,j-\frac{1}{2},k} D_y \hat{\phi}^m+1_{i,j-\frac{1}{2},k}) $$

$$ + \frac{1}{2} (D_z (\mathcal{M}_h^{(m)})_{i,j,k+\frac{1}{2}} D_z \hat{\phi}^m+1_{i,j,k+\frac{1}{2}} + D_z (\mathcal{M}_h^{(m)})_{i,j,k-\frac{1}{2}} D_z \hat{\phi}^m+1_{i,j,k-\frac{1}{2}}). $$

Subsequently, an application of discrete Hölder inequality leads to

$$ - \langle \nabla_h \hat{\phi}^m+1, \bar{M}(\phi^m) \nabla_h \Delta_h \hat{\phi}^m+1 \rangle $$

(B.3)\[ = \langle \Delta_h \hat{\phi}^m+1, \nabla_h \cdot (\bar{M}(\phi^m) \nabla_h \hat{\phi}^m+1) \rangle \]

$$ \geq \min(\mathcal{M}(\phi^m)) \cdot \| \Delta_h \hat{\phi}^m+1 \|_2^2 - \| \nabla_h (\bar{M}(\phi^m)) \|_4 \cdot \| \nabla_h \hat{\phi}^m+1 \|_4 \cdot \| \Delta_h \hat{\phi}^m+1 \|_2. $$

Meanwhile, the following bound is available for $\| \nabla_h (\bar{M}(\phi^m)) \|_4$:

$$ \| \nabla_h (\bar{M}(\phi^m)) \|_4 \leq (\| \mathcal{M}'(\xi) \|_\infty \cdot \| \phi^m \|_4 + \| \mathcal{M}(\phi) \|_\infty \cdot \| \nabla_h \phi^m \|_4) $$

(B.4)\[ \leq M \cdot C \tilde{C}_1 + M_1 \| \nabla_h \phi^m \|_4 \]

$$ \leq M \cdot C \tilde{C}_1 + M_1 (C_5 + 1) := \tilde{C}_4, $$
Based on the fact that Parseval’s identity (at both the discrete and continuous levels) implies that function is given by we have

\[ \langle \Delta_h \phi^{m+1}, \nabla_h (\mathcal{M}(\phi^m)) \rangle = \langle \Delta_h \phi^{m+1}, \nabla_h (\mathcal{M}(\phi^m)) \rangle \]

\[ \geq M_0 \| \Delta_h \phi^{m+1} \|_2^2 - C \tilde{C}_4 \| \nabla_h \phi^{m+1} \|_4 \cdot \| \Delta_h \phi^{m+1} \|_2 \]

\[ (B.5) \quad \geq M_0 \| \Delta_h \phi^{m+1} \|_2^2 - C \tilde{C}_4 \| \nabla_h \phi^{m+1} \|_4 \cdot \| \Delta_h \phi^{m+1} \|_2 \]

\[ \geq M_0 \| \Delta_h \phi^{m+1} \|_2^2 - C \tilde{C}_4 \| \nabla_h \phi^{m+1} \|_4 \cdot \| \Delta_h \phi^{m+1} \|_2 \]

\[ \geq M_0 \| \Delta_h \phi^{m+1} \|_2^2 - \frac{1}{2} M_0 \| \Delta_h \phi^{m+1} \|_2^2 - M^{(1)} \| \nabla_h \phi^{m+1} \|_2^2 \]

\[ = \frac{1}{2} M_0 \| \Delta_h \phi^{m+1} \|_2^2 - M^{(1)} \| \nabla_h \phi^{m+1} \|_2^2 , \]

in which the Sobolev inequality (C.2) has been applied in the second step, and the Young’s inequality has been applied in the last step. Moreover, \( M^{(1)} \) only depends on \( M_0 \) and \( \tilde{C}_4 \), henceforth on \( \tilde{C}_1, \tilde{C}_5, M_1 \) and \( M \). This finishes the proof of Lemma B.1. \( \square \)

### Appendix C. Some discrete Sobolev inequalities

The following inequalities were used in the proof of convergence of the numerical scheme.

**Lemma C.1.** For any 3-D periodic grid function \( f \) (over cell centered mesh points), we have

\[ \| f \|_6 \leq C \| f \|_{H^1}, \quad \| \nabla_h f \|_6 \leq C \| \Delta_h f \|_2, \]

\[ \| \nabla_h f \|_4 \leq C \| \nabla_h f \|_2 \cdot \| \Delta_h f \|_2^2. \]

**Proof.** Due to the periodic boundary conditions for \( f \) and its cell-centered representation, it has a corresponding discrete Fourier transformation:

\[ f_{i,j,k} = \sum_{\ell,m,n=-K}^{K} \hat{f}_{\ell,m,n}^N e^{2\pi i \left( \ell x_{i+1/2} + m y_{j+1/2} + n z_{k+1/2} \right)}, \]

with \( \hat{f}_{\ell,m,n}^N \) the discrete Fourier coefficients. And also, its extension to a continuous function is given by

\[ f(x,y) = \sum_{\ell,m,n=-K}^{K} \hat{f}_{\ell,m,n}^N e^{2\pi i \left( \ell x + m y + n z \right)} , \]

Parseval’s identity (at both the discrete and continuous levels) implies that

\[ (C.5) \quad \sum_{i,j,k=0}^{N-1} |f_{i,j}|^2 = N^3 \sum_{\ell,m,n=-K}^{K} |\hat{f}_{\ell,m,n}^N|^2 , \quad \| f \|^2 = \sum_{\ell,m,n=-K}^{K} |\hat{f}_{\ell,m,n}^N|^2. \]

Based on the fact that \( hN = L \), this in turn results in

\[ \| f \|^2 = \| \hat{f} \|^2 = \sum_{\ell,m,n=-K}^{K} |\hat{f}_{\ell,m,n}^N|^2. \]
For the comparison between $f = D_x f$ and $\partial_x f_F$, we look at the following Fourier expansions:

\[
D_x f_{i+1/2,j,k} = \frac{f_{i+1,j,k} - f_{i,j,k}}{2h},
\]

(C.7)

\[
= \sum_{\ell,m,n=-K}^{K} \mu_\ell \hat{f}_{\ell,m,n} e^{2\pi i (\ell x_{i+1} + my_{j+1/2} + z_{k+1/2})},
\]

(C.8)

\[
\partial_x f_F(x, y, z) = \sum_{\ell,m,n=-K}^{K} \nu_\ell \hat{f}_{\ell,m,n} e^{2\pi i (\ell x + my + nz)},
\]

(C.9)

with

\[
\mu_\ell = -\frac{2i \sin(\ell \pi h)}{h}, \quad \nu_\ell = -2\ell \pi i.
\]

A comparison of Fourier eigenvalues between $|\mu_\ell|$ and $|\nu_\ell|$ shows that

\[
\frac{2}{\pi} \pi |\nu_\ell| \leq |\mu_\ell| \leq |\nu_\ell|, \quad \text{for} \quad -K \leq \ell \leq K,
\]

which in turn leads to

\[
\frac{2}{\pi} \|\partial_x f_F\| \leq \|D_x f\|_2 \leq \|\partial_x f_F\|.
\]

(C.11)

A similar estimate could also be derived:

\[
\frac{2}{\pi} \|\partial_y f_F\| \leq \|D_y f\|_2 \leq \|\partial_y f_F\|, \quad \frac{2}{\pi} \|\partial_z f_F\| \leq \|D_z f\|_2 \leq \|\partial_z f_F\|.
\]

(C.12)

A combination of (C.6), (C.11) and (C.12) yields

\[
\frac{2}{\pi} \|f_F\|_{H^1} \leq \|f\|_{H^1} \leq \|f_F\|_{H^1}.
\]

(C.13)

Meanwhile, the following estimate has been established in recent works [8, 19]: For a 3-D periodic grid function $f$, we have

\[
\|f\|_p \leq \sqrt[p]{\frac{p}{2}} \|f_F\|_{L^p}, \quad \text{with} \quad p = 4, 6.
\]

(C.14)

As a result, by taking $p = 6$, we obtain the discrete Sobolev inequality

\[
\|f\|_6 \leq \sqrt{3} \|f_F\|_{L^6} \leq C \|f_F\|_{H^1} \leq C \|f\|_{H^1}.
\]

(C.15)

in which the Sobolev embedding (for continuous functions) has been applied at the second step, while the estimate (C.13) has been recalled in the last step.

The second inequality in (C.1) could be proved in a similar manner.

The inequality (C.2) is based on the following estimates

\[
\|\nabla_{ij} f\|_4 \leq \sqrt{2} \|\nabla f_F\|_{L^4}, \quad \text{(similarly)},
\]

(C.16)

\[
\|\nabla_{ij} f\|_2 \leq \|\nabla f_F\|, \quad \|\Delta_{ij} f\|_2 \leq \|\Delta f_F\|,
\]

(C.17)

\[
\|\nabla f_F\|_{L^1} \leq C \|\nabla f_F\|^{\frac{1}{2}} \cdot \|\Delta f_F\|^{\frac{1}{2}}.
\]

(C.18)

This finishes the proof of Lemma C.1. \qed
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