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A B S T R A C T

We present an optimal rate convergence analysis for a second order accurate in time, fully
discrete finite difference scheme for the Cahn–Hilliard–Navier–Stokes (CHNS) system, combined
with logarithmic Flory–Huggins energy potential. The numerical scheme has been recently
proposed, and the positivity-preserving property of the logarithmic arguments, as well as the
total energy stability, have been theoretically justified. In this paper, we rigorously prove
second order convergence of the proposed numerical scheme, in both time and space. Since
the CHNS is a coupled system, the standard 𝓁∞(0, 𝑇 ;𝓁2) ∩ 𝓁2(0, 𝑇 ;𝐻2

ℎ ) error estimate could not
be easily derived, due to the lack of regularity to control the numerical error associated with
the coupled terms. Instead, the 𝓁∞(0, 𝑇 ;𝐻1

ℎ ) ∩ 𝓁2(0, 𝑇 ;𝐻3
ℎ ) error analysis for the phase variable

and the 𝓁∞(0, 𝑇 ;𝓁2) analysis for the velocity vector, which shares the same regularity as the
energy estimate, is more suitable to pass through the nonlinear analysis for the error terms
associated with the coupled physical process. Furthermore, the highly nonlinear and singular
nature of the logarithmic error terms makes the convergence analysis even more challenging,
since a uniform distance between the numerical solution and the singular limit values of is
needed for the associated error estimate. Many highly non-standard estimates, such as a higher
order asymptotic expansion of the numerical solution (up to the third order accuracy in time
and fourth order in space), combined with a rough error estimate (to establish the maximum
norm bound for the phase variable), as well as a refined error estimate, have to be carried
out to conclude the desired convergence result. To our knowledge, it will be the first work
to establish an optimal rate convergence estimate for the Cahn–Hilliard–Navier–Stokes system
with a singular energy potential.

1. Introduction

A bounded domain 𝛺 ⊂ R𝑑 (𝑑 = 2 or 𝑑 = 3) is considered. For simplicity, it is assumed that 𝛺 = (0, 1)2, and an extension to the
three-dimensional (3-D) domain would be straightforward.
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In the phase field formulation, a point-wise bound, −1 < 𝜙 < 1, is assumed for the phase variable 𝜙. For any 𝜙 ∈ 𝐻1(𝛺) with
his bound, the Flory–Huggins free energy is given by

𝐸(𝜙) = ∫𝛺

(

(1 + 𝜙) ln(1 + 𝜙) + (1 − 𝜙) ln(1 − 𝜙) −
𝜃0
2
𝜙2 + 𝜖2

2
|∇𝜙|2

)

𝑑𝐱, (1.1)

n which 𝜖 > 0, 𝜃0 > 0 are certain physical parameter constants associated with the diffuse interface width and inverse temperature,
espectively; see the related Refs. [1–4], etc.

In addition to the phase field evolution, the fluid motion has to be considered in the physical process. In particular, the dynamical
quations of the Cahn–Hilliard–Navier–Stokes (CHNS) system [5] are formulated as

𝐮𝑡 + 𝐮 ⋅ ∇𝐮 + ∇𝑝 − 𝜈𝛥𝐮 = −𝛾𝜙∇𝜇, (1.2)

𝜙𝑡 + ∇ ⋅ (𝜙𝐮) = 𝛥𝜇, (1.3)

𝜇 ∶= 𝛿𝜙𝐸 = ln(1 + 𝜙) − ln(1 − 𝜙) − 𝜃0𝜙 − 𝜖2𝛥𝜙, (1.4)

∇ ⋅ 𝐮 = 0, (1.5)

ith no-flux and no-penetration free-slip boundary conditions:

𝜕𝑛𝜙 = 𝜕𝑛𝜇 = 0, 𝐮 ⋅ 𝒏 = 𝜕𝑛(𝐮 ⋅ 𝝉) = 0, on 𝜕𝛺 × (0, 𝑇 ]. (1.6)

n this system, 𝐮 is the advective velocity, 𝑝 is the pressure variable, and 𝜈 > 0 is the kinematic viscosity. The constant 𝛾 > 0 is
ssociated with surface tension, and term −𝛾𝜙∇𝜇 corresponds to a diffuse interface approximation of the singular surface force.
oreover, the following energy dissipation law could be carefully derived for this coupled physical system:

𝐸′
𝑡𝑜𝑡𝑎𝑙(𝑡) = −∫𝛺

|∇𝜇|2𝑑𝐱 − 𝜈
𝛾 ∫𝛺

|∇𝐮|2𝑑𝐱 ≤ 0, 𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸(𝜙) + 1
2𝛾

‖𝐮‖2. (1.7)

ee the related PDE analysis works of various phase-field-fluid coupled system [5–7], etc.
An efficient and energy stable numerical approximation to the Cahn–Hilliard–Navier–Stokes (CHNS) system has always been

n attractive and challenging issue, due to the highly coupled nature between the phase field evolution and fluid motion.
any linear, decoupled and energy stable numerical schemes have been applied to the CHNS system [8–18], with a polynomial

pproximation to the energy potential in the phase field formulation. With such a polynomial approximation, the singularity issue
f the energy functional has been avoided, and the linear and decoupled numerical solvers have demonstrated its advantages in
erms of computational efficiency. However, an extension of this idea to the Flory–Huggins–Cahn–Hilliard–Navier–Stokes (FHCHNS)
ystem (1.2)–(1.5) will face a serious difficulty, which comes from the singularity of the logarithmic term in the Flory–Huggins
nergy formulation. For example, the numerical solutions created by either the linear stabilization method [12], the invariant
nergy quadratization (IEQ) method [16], or scalar auxiliary variable (SAV) method [15], may not preserve the positivity of the
hase variable at the next time step, so that the energy could even not be defined after a single-step computation. Of course,
any remedy efforts may be made, such as an extension of the energy functional definition even if the phase variable does not
reserve the positivity. On the other hand, these efforts may introduce non-physical solutions in the long-time simulation, so that
theoretical justification of both the positivity-preserving property and energy stability for the FHCHNS system has always been

ighly desirable. To accomplish these theoretical properties, an implicit treatment for the nonlinear and singular terms turns out
o be necessary. In fact, for various Cahn–Hilliard-Fluid physical systems, with a polynomial approximation in the energy potential
xpansion, such an implicit numerical approach, so called the convex splitting method, has been widely used, while both the energy
tability and optimal rate convergence analysis have been extensively reported [19–25]. Meanwhile, most existing numerical works
or the Cahn–Hilliard-Fluid system have focused on the polynomial approximation version, and a theoretical numerical analysis
f the FHCHNS system, with a logarithmic energy potential, has been very limited. A pioneering work [26] proposes a first order
ccurate (in time) numerical scheme for the FHCHNS system (1.2)–(1.5), in which the convex splitting approach is employed to the
hemical potential in the phase field part, and semi-implicit discretization is applied to the fluid convection and coupled terms in
he physical system. Both the positivity-preserving and total energy stability properties have been proved, and this work provides
theoretical analysis for the FHCHNS system (1.2)–(1.5), for the first time in the existing literature.

Moreover, a second order (in time) numerical approximation to the (FHCHNS) system (1.2)–(1.5) turns out to be highly non-
rivial, since a second order numerical design for the nonlinear logarithmic terms would be very challenging to preserve both
he positivity-preserving property and the total energy stability. Such a second order accurate, finite difference scheme has been
roposed in a recent article [27], with both of these theoretical properties rigorously established. In more details, a modified Crank–
icolson approximation is applied to the singular logarithmic nonlinear term, while the expansive term is updated by an explicit

econd order Adams–Bashforth extrapolation, and an alternate temporal stencil is used for the surface diffusion term. Furthermore,
nonlinear artificial regularization term is added in the chemical potential approximation, and this term ensures the positivity-

reserving property for the logarithmic arguments. The convective term in the phase field evolutionary equation is updated in a
emi-implicit way, with second order accurate temporal approximation. The fluid momentum equation could also be computed by a
emi-implicit algorithm. The resulting numerical system is proven to be uniquely solvable, positivity-preserving and unconditionally
table in terms of total energy. In fact, an iteration process is constructed to establish these theoretical properties.

A few interesting numerical simulation results have been presented. On the other hand, the convergence analysis for the FHCHNS
ystem (1.2)–(1.5) remained an open problem, even for the first order accurate scheme. In this article, we provide an optimal rate
2
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convergence analysis for the fully discrete second order scheme formulated in [27], which is shown to be second order accurate
in both time and space. Because of the highly coupled nature of the CHNS system, the standard 𝓁∞(0, 𝑇 ;𝓁2) ∩ 𝓁2(0, 𝑇 ;𝐻2

ℎ) error
estimate could not pass through, which comes from the lack of regularity to control the error inner products associated with
the nonlinear coupled terms in the phase evolutionary equation and the momentum equation. To overcome this difficulty, the
𝓁∞(0, 𝑇 ;𝐻1

ℎ) ∩ 𝓁2(0, 𝑇 ;𝐻3
ℎ) error analysis, which shares the same regularity as the energy estimate, would be appropriate to pass

through the associated nonlinear analysis; see the related reference works [19–22,25,28], etc. Meanwhile, all these existing error
estimate works for the phase field-fluid coupled system have been associated with the polynomial approximation in the free energy
expansion. In comparison, for the CHNS system (1.2)–(1.5) with Flory–Huggins energy potential, the highly nonlinear and singular
nature of the logarithmic error terms makes the convergence analysis even more challenging. In particular, a uniform distance
between the numerical solution and the singular limit values of ±1 is needed to pass through the associated error estimate. In turn,

any highly non-standard techniques have to be involved in the theoretical analysis. First, a higher order asymptotic expansion,
p to third order accuracy in time and fourth order accuracy in space, has to be performed with a careful linearization technique.
uch a higher order asymptotic expansion enables one to obtain a rough error estimate, so that to the maximum norm bound for
he phase variable could be derived. As a direct consequence, this maximum norm bound ensures a uniform distance between the
umerical solution and the singular limit values, which will play a crucial role in the subsequent analysis. Finally, a refined error
stimate is carried out to accomplish the desired convergence result. To our knowledge, this will be the first work to provide an
ptimal rate convergence estimate for the Cahn–Hilliard–Navier–Stokes system with singular energy potential.

The rest of the article is organized as follows. In Section 2, we review the fully discrete finite difference scheme and state the main
heoretical result. The optimal rate convergence analysis and error estimate are presented in Section 3. Finally, some concluding
emarks are made in Section 4.

. Numerical scheme

.1. The finite difference spatial discretization

For simplicity, we only consider the two dimensional domain 𝛺 = (0, 1)2. The three dimensional case can be similarly extended.
In this domain, we denote the uniform spatial grid size ℎ = 1

𝑁 , with 𝑁 a positive integer. To facilitate the theoretical analysis, the
marker and cell (MAC) grid [29] is used: the phase variable 𝜙, the chemical potential 𝜇 and the pressure field 𝑝 are defined on the
cell-centered mesh points

((

𝑖 + 1
2

)

ℎ,
(

𝑗 + 1
2ℎ

))

, 0 ≤ 𝑖, 𝑗 ≤ 𝑁 ; for the velocity field 𝐮 = (𝑢𝑥, 𝑢𝑦), the 𝑥-component of the velocity

ill be defined at the east–west cell edge points
(

𝑖ℎ,
(

𝑗 + 1
2ℎ

))

, 0 ≤ 𝑖 ≤ 𝑁 + 1, 0 ≤ 𝑗 ≤ 𝑁 , while the 𝑦-component of the velocity

is located at the north–south cell edge points
((

𝑖 + 1
2

)

ℎ, 𝑗ℎ
)

.

For a function 𝑓 (𝑥, 𝑦), the notation 𝑓𝑖+ 1
2 , 𝑗+

1
2

represents the value of 𝑓
((

𝑖 + 1
2

)

ℎ,
(

𝑗 + 1
2

)

ℎ
)

. Of course, 𝑓𝑖+ 1
2 , 𝑗

, 𝑓𝑖, 𝑗+ 1
2

could be

similarly introduced. In turn, the following difference operators are introduced:

(𝐷𝑐
𝑥𝑓 )𝑖, 𝑗+ 1

2
=
𝑓𝑖+ 1

2 , 𝑗+
1
2
− 𝑓𝑖− 1

2 , 𝑗+
1
2

ℎ
, (𝐷𝑐

𝑦𝑓 )𝑖+ 1
2 , 𝑗

=
𝑓𝑖+ 1

2 , 𝑗+
1
2
− 𝑓𝑖+ 1

2 , 𝑗−
1
2

ℎ
, (2.1)

(𝐷𝑒𝑤
𝑥 𝑓 )𝑖+ 1

2 , 𝑗+
1
2
=
𝑓𝑖+1, 𝑗+ 1

2
− 𝑓𝑖, 𝑗+ 1

2

ℎ
, (𝐷𝑒𝑤

𝑦 𝑓 )𝑖, 𝑗 =
𝑓𝑖, 𝑗+ 1

2
− 𝑓𝑖, 𝑗− 1

2

ℎ
, (2.2)

(𝐷𝑛𝑠
𝑥 𝑓 )𝑖, 𝑗 =

𝑓𝑖+ 1
2 , 𝑗

− 𝑓𝑖− 1
2 , 𝑗

ℎ
, (𝐷𝑛𝑠

𝑦 𝑓 )𝑖+ 1
2 , 𝑗+

1
2
=
𝑓𝑖+ 1

2 , 𝑗+1
− 𝑓𝑖+ 1

2 , 𝑗

ℎ
. (2.3)

he boundary formulas may vary with different boundary conditions. With homogeneous Neumann boundary condition, (2.1)
ecomes

(𝐷𝑐
𝑥𝑓 )0, 𝑗+ 1

2
= (𝐷𝑐

𝑥𝑓 )𝑁, 𝑗+ 1
2
= (𝐷𝑐

𝑦𝑓 )𝑖+ 1
2 , 0

= (𝐷𝑐
𝑦𝑓 )𝑖+ 1

2 , 𝑁
= 0. (2.4)

The associated formulas for (2.2)–(2.3) could be analogously derived.
In turn, with a careful evaluation of boundary differentiation formula (2.4), the discrete boundary condition associated with

cell-centered function is given by the following definition, in which the ‘‘ghost’’ points are involved. The boundary formulas for the
edge-centered function could be similarly derived.

Definition 2.1. A cell-centered function 𝜙 is said to satisfy homogeneous Neumann boundary condition, and we write 𝒏 ⋅∇ℎ𝜙 = 0,
ff 𝜙 satisfies

𝜙− 1
2 ,𝑗+

1
2
= 𝜙 1

2 ,𝑗+
1
2
, 𝜙𝑁+ 1

2 ,𝑗+
1
2
= 𝜙𝑁− 1

2 ,𝑗+
1
2
, 𝜙𝑖+ 1

2 ,−
1
2
= 𝜙𝑖+ 1

2 ,
1
2
, 𝜙𝑖+ 1

2 ,𝑁+ 1
2
= 𝜙𝑖+ 1

2 ,𝑁− 1
2
.

A discrete function 𝒇 = (𝑓𝑥, 𝑓 𝑦)𝑇 , with two components evaluated at east–west and north-south mesh points, is said to satisfy
no-penetration boundary condition, 𝒏 ⋅ 𝒇 = 0, iff we have

𝑓𝑥 1 = 𝑓𝑥 1 = 0, 𝑓 𝑦 1 = 𝑓 𝑦 1 = 0,
3

0,𝑗+ 2 𝑁,𝑗+ 2 𝑖+ 2 ,0 𝑖+ 2 ,𝑁
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and it is said to satisfy free-slip boundary condition iff we have

𝑓𝑥
𝑖,− 1

2
= 𝑓𝑥

𝑖, 12
, 𝑓𝑥

𝑖,𝑁+ 1
2
= 𝑓𝑥

𝑖,𝑁− 1
2
, 𝑓 𝑦

− 1
2 ,𝑗

= 𝑓 𝑦1
2 ,𝑗
, 𝑓 𝑦

𝑁+ 1
2 ,𝑗

= 𝑓 𝑦
𝑁− 1

2 ,𝑗
.

In addition, the long stencil difference operator is also defined on the east–west cell edge points and north-south cell edge points:

(𝐷̃𝑥𝑓 )𝑖, 𝑗+ 1
2
=
𝑓𝑖+1, 𝑗+ 1

2
− 𝑓𝑖−1, 𝑗+ 1

2

2ℎ
, (𝐷̃𝑦𝑓 )𝑖+ 1

2 , 𝑗
=
𝑓𝑖+ 1

2 , 𝑗+1
− 𝑓𝑖+ 1

2 , 𝑗−1

2ℎ
. (2.5)

ith homogeneous Dirichlet boundary condition, (2.5) could be written as

(𝐷̃𝑥𝑓 )0, 𝑗+ 1
2
=
𝑓1, 𝑗+ 1

2
− 𝑓−1, 𝑗+ 1

2

2ℎ
=
𝑓1, 𝑗+ 1

2

ℎ
, (2.6)

(𝐷̃𝑥𝑓 )𝑁, 𝑗+ 1
2
=
𝑓𝑁+1, 𝑗+ 1

2
− 𝑓𝑁−1, 𝑗+ 1

2

2ℎ
= −

𝑓𝑁−1, 𝑗+ 1
2

ℎ
, (2.7)

(𝐷̃𝑦𝑓 )𝑖+ 1
2 , 0

=
𝑓𝑖+ 1

2 , 1
− 𝑓𝑖+ 1

2 ,−1

2ℎ
=
𝑓𝑖+ 1

2 , 1

ℎ
, (2.8)

(𝐷̃𝑦𝑓 )𝑖+ 1
2 , 𝑁

=
𝑓𝑖+ 1

2 , 𝑁+1 − 𝑓𝑖+ 1
2 , 𝑁−1

2ℎ
= −

𝑓𝑖+ 1
2 , 𝑁−1

ℎ
. (2.9)

or a grid function 𝑓 , the discrete gradient operator is defined as

∇ℎ𝑓 =
(

(𝐷𝓁
𝑥𝑓 ), (𝐷

𝓁
𝑦 𝑓 )

)𝑇
, (2.10)

here 𝓁 = 𝑐, 𝑒𝑤, 𝑛𝑠 may depend on the choice of 𝑓 . The discrete divergence operator of a vector grid function 𝐮, defined on the
ell-centered points, turns out to be

(

∇ℎ ⋅ 𝐮
)

𝑖+ 1
2 , 𝑗+

1
2
= (𝐷𝑒𝑤

𝑥 𝑢𝑥)𝑖+ 1
2 , 𝑗+

1
2
+ (𝐷𝑛𝑠

𝑦 𝑢
𝑦)𝑖+ 1

2 , 𝑗+
1
2
. (2.11)

he five point standard Laplacian operator is straightforward:

(𝛥ℎ𝑓 )𝑟, 𝑠 =
𝑓𝑟+1, 𝑠 + 𝑓𝑟−1, 𝑠 + 𝑓𝑟, 𝑠+1 + 𝑓𝑟, 𝑠−1 − 4𝑓𝑟, 𝑠

ℎ2
, (2.12)

here (𝑟, 𝑠) may refer to (𝑖 + 1
2 , 𝑗 +

1
2 ), (𝑖 +

1
2 , 𝑗) and (𝑖, 𝑗 + 1

2 ).
For 𝐮 = (𝑢𝑥, 𝑢𝑦)𝑇 , 𝐯 = (𝑣𝑥, 𝑣𝑦)𝑇 , located at the staggered mesh points respectively, and the cell centered variables 𝜙, 𝜇, the

nonlinear terms are evaluated as follows [27]:

𝐮 ⋅ ∇ℎ𝐯 =

⎛

⎜

⎜

⎜

⎝

𝑢𝑥
𝑖, 𝑗+ 1

2

𝐷̃𝑥𝑣𝑥𝑖, 𝑗+ 1
2

+𝑥𝑦𝑢
𝑦
𝑖, 𝑗+ 1

2

𝐷̃𝑦𝑣𝑥𝑖, 𝑗+ 1
2

𝑥𝑦𝑢𝑥𝑖+ 1
2 , 𝑗
𝐷̃𝑥𝑣

𝑦
𝑖+ 1

2 , 𝑗
+ 𝑢𝑦

𝑖, 𝑗+ 1
2

𝐷̃𝑦𝑣
𝑦
𝑖+ 1

2 , 𝑗

⎞

⎟

⎟

⎟

⎠

, (2.13)

∇ℎ ⋅ (𝐯𝐮𝑇 ) =
⎛

⎜

⎜

⎝

𝐷̃𝑥(𝑢𝑥𝑣𝑥)𝑖, 𝑗+ 1
2
+ 𝐷̃𝑦(𝑥𝑦𝑢𝑦𝑣𝑥)𝑖, 𝑗+ 1

2

𝐷̃𝑥(𝑥𝑦𝑢𝑥𝑣𝑦)𝑖+ 1
2 , 𝑗

+ 𝐷̃𝑦(𝑢𝑦𝑣𝑦)𝑖+ 1
2 , 𝑗

⎞

⎟

⎟

⎠

, (2.14)

ℎ𝜙∇ℎ𝜇 =
⎛

⎜

⎜

⎝

(𝐷𝑐
𝑥𝜇 ⋅𝑥𝜙)𝑖, 𝑗+ 1

2

(𝐷𝑐
𝑦𝜇 ⋅𝑦𝜙)𝑖+ 1

2 , 𝑗

⎞

⎟

⎟

⎠

, (2.15)

∇ℎ ⋅ (ℎ𝜙𝐮) = 𝐷𝑒𝑤
𝑥 (𝑢𝑥𝑥𝜙)𝑖+ 1

2 , 𝑗+
1
2
+𝐷𝑛𝑠

𝑦 (𝑢𝑦𝑦𝜙)𝑖+ 1
2 , 𝑗+

1
2
, (2.16)

here the averaging operators are given by

𝑥𝑦𝑢
𝑥
𝑖+ 1

2 , 𝑗
= 1

4

(

𝑢𝑥
𝑖, 𝑗− 1

2
+ 𝑢𝑥

𝑖, 𝑗+ 1
2
+ 𝑢𝑥

𝑖+1, 𝑗− 1
2
+ 𝑢𝑥

𝑖+1, 𝑗+ 1
2

)

, (2.17)

𝑥𝜙𝑖, 𝑗+ 1
2
= 1

2

(

𝜙𝑖− 1
2 , 𝑗+

1
2
+ 𝜙𝑖+ 1

2 , 𝑗+
1
2

)

. (2.18)

few other average terms, such as 𝑥𝑦𝑢
𝑦
𝑖, 𝑗+ 1

2

, 𝑦𝜙𝑖+ 1
2 , 𝑗

, could be similarly defined.
In addition, the discrete inner product needs to be defined to facilitate the theoretical analysis. Let 𝑓 , 𝑔 be two grid functions

evaluated on the cell-center points, the discrete 𝓁2 inner product is given by

⟨𝑓, 𝑔⟩𝑐 = ℎ2
𝑁
∑

𝑖=1

𝑁
∑

𝑗=1
𝑓𝑖+ 1

2 , 𝑗+
1
2
𝑔𝑖+ 1

2 ,𝑗+
1
2
. (2.19)

If 𝑓 , 𝑔 are evaluated on the east–west points, (2.19) becomes:

⟨𝑓, 𝑔⟩𝑒𝑤 = ℎ2
𝑁
∑

𝑁
∑

𝑓𝑖, 𝑗+ 1 𝑔𝑖, 𝑗+ 1 . (2.20)
4

𝑖=1 𝑗=1 2 2
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If 𝑓 , 𝑔 are evaluated on the north-south points, (2.19) shifts into:

⟨𝑓, 𝑔⟩𝑛𝑠 = ℎ2
𝑁
∑

𝑖=1

𝑁
∑

𝑗=1
𝑓𝑖+ 1

2 , 𝑗
𝑔𝑖+ 1

2 , 𝑗
. (2.21)

imilarly, for two vector grid functions 𝐮 = (𝑢𝑥, 𝑢𝑦)𝑇 , 𝐯 = (𝑣𝑥, 𝑣𝑦)𝑇 whose components are evaluated on east–west and north-south
respectively, the vector inner product is defined as

⟨𝐮, 𝐯⟩1 = ⟨𝑢𝑥, 𝑣𝑥⟩𝑒𝑤 + ⟨𝑢𝑦, 𝑣𝑦⟩𝑛𝑠 . (2.22)

Consequently, the discrete 𝓁2 norms, ‖ ⋅ ‖2 can be naturally introduced. Furthermore, the discrete 𝓁𝑝, 1 ≤ 𝑝 ≤ ∞ norms are needed
n the nonlinear analysis. For (𝑟, 𝑠) = (𝑖 + 1

2 , 𝑗 +
1
2 ), (𝑖 +

1
2 , 𝑗) or (𝑖, 𝑗 + 1

2 ), we introduce

‖𝑓‖∞ ∶= max
𝑟, 𝑠

|

|

𝑓𝑟, 𝑠|| , ‖𝑓‖𝑝 ∶=
(

ℎ2
𝑁
∑

𝑟=0

𝑁
∑

𝑠=0

|

|

𝑓𝑟, 𝑠||
𝑝
)

1
𝑝 , 1 ≤ 𝑝 <∞. (2.23)

The discrete average is defined as 𝑓 ∶= ⟨𝑓, 1⟩𝑐 , for any cell centered function 𝑓 . Moreover, an ⟨⋅, ⋅⟩−1,ℎ inner product and ‖ ⋅‖−1,ℎ
norm need to be introduced to facilitate the analysis in later sections. For any 𝜑 ∈ ̊𝛺 ∶=

{

𝑓 | ⟨𝑓, 1⟩𝑐 = 0
}

, we define

⟨𝜑1, 𝜑2⟩−1,ℎ = ⟨𝜑1, (−𝛥ℎ)−1𝜑2⟩𝑐 , ‖𝜑‖−1,ℎ =
√

⟨𝜑, (−𝛥ℎ)−1(𝜑)⟩𝑐 , (2.24)

here the operator 𝛥ℎ is paired with discrete homogeneous Neumann boundary condition.
The following summation by parts formula has been derived in [27]. We recall these formulas, which will be useful in the

onvergence analysis.

emma 2.1 ([27]). For two discrete grid vector functions 𝐮 = (𝑢𝑥, 𝑢𝑦), 𝐯 = (𝑣𝑥, 𝑣𝑦), where 𝑢𝑥, 𝑢𝑦 and 𝑣𝑥, 𝑣𝑦 are defined on east–west
and north-south respectively, and two cell centered functions 𝑓 , 𝑔, the following identities are valid, if 𝐮, 𝐯, 𝑓 , 𝑔 are equipped with periodic
boundary condition, or 𝐮, 𝐯 are implemented with homogeneous Dirichlet boundary condition and homogeneous Neumann boundary condition
is imposed for 𝑓 and 𝑔:

⟨𝐯,𝐮 ⋅ ∇ℎ𝐯⟩1 +
⟨

𝐯,∇ℎ ⋅ (𝐯𝐮𝑇 )
⟩

1 = 0, (2.25)

⟨𝐮,∇ℎ𝑓 ⟩1 = 0, if ∇ℎ ⋅ 𝐮 = 0, (2.26)

− ⟨𝐯, 𝛥ℎ𝐯⟩1 = ‖

‖

∇ℎ𝐯‖‖
2
2 , (2.27)

− ⟨𝑓, 𝛥ℎ𝑓 ⟩𝑐 = ‖

‖

∇ℎ𝑓‖‖
2
2 , (2.28)

−
⟨

𝑔,∇ℎ ⋅
(

ℎ𝑓𝐮
)⟩

𝑐 = ⟨𝐮,ℎ𝑓∇ℎ𝑔⟩1 . (2.29)

The following Poincaré-type inequality will be useful in the later analysis.

Proposition 2.1. (1) There are constants 𝐶0, 𝐶1 > 0, independent of ℎ > 0, such that ‖𝜙‖2 ≤ 𝐶0
‖

‖

∇ℎ𝜙‖‖2, ‖𝜙‖−1,ℎ ≤ 𝐶1‖𝜙‖2, for all
𝜙 ∈ ̊𝛺 ∶=

{

𝑓 | ⟨𝑓, 1⟩𝑐 = 0
}

.
(2) For a velocity vector 𝒗, with a discrete no-penetration boundary condition 𝒗 ⋅𝒏 = 0 on 𝜕𝛺, a similar Poincaré inequality is also valid:

‖𝒗‖2 ≤ 𝐶0
‖

‖

∇ℎ𝒗‖‖2, with 𝐶0 only dependent on 𝛺.

2.2. The second order numerical scheme and the main theoretical results

The second order in time accurate scheme has been proposed in [27]. Given 𝐮𝑛 = ((𝑢𝑥)𝑛, (𝑢𝑦)𝑛), 𝐮𝑛−1 =
(

(𝑢𝑥)𝑛−1, (𝑢𝑦)𝑛−1
)

evaluated
at the MAC staggered grid, and 𝑝𝑛, 𝜙𝑛, 𝜙𝑛−1 located at the cell-centered grid, with ‖𝜙𝑛‖∞, ‖‖

‖

𝜙𝑛−1‖‖
‖∞

< 1, we aim to find û𝑛+1, 𝐮𝑛+1,
𝑝𝑛+1, 𝜙𝑛+1 that satisfy

û𝑛+1 − 𝐮𝑛
𝜏

+ 1
2

(

𝐮̃𝑛+
1
2 ⋅ ∇ℎ ̄̂u

𝑛+ 1
2 + ∇ℎ ⋅

(

̄̂u𝑛+
1
2 (𝐮̃𝑛+

1
2 )𝑇

))

+ ∇ℎ𝑝𝑛 − 𝜈𝛥ℎ ̄̂u
𝑛+ 1

2

= −𝛾ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝜇
𝑛+ 1

2 , (2.30)
𝜙𝑛+1 − 𝜙𝑛

𝜏
+ ∇ℎ ⋅

(

ℎ𝜙̃
𝑛+ 1

2 ̄̂u𝑛+
1
2
)

= 𝛥ℎ𝜇
𝑛+ 1

2 , (2.31)

𝜇𝑛+
1
2 =

𝐺(1 + 𝜙𝑛+1) − 𝐺(1 + 𝜙𝑛)
𝜙𝑛+1 − 𝜙𝑛

+
𝐺(1 − 𝜙𝑛+1) − 𝐺(1 − 𝜙𝑛)

𝜙𝑛+1 − 𝜙𝑛
− 𝜃0𝜙̃

𝑛+ 1
2 − 𝜖2𝛥ℎ ̄̄𝜙

𝑛+ 1
2

+ 𝜏
(

 (𝜙𝑛+1) − (𝜙𝑛)
)

, (2.32)
𝐮𝑛+1 − û𝑛+1

𝜏
+ 1

2
∇ℎ(𝑝𝑛+1 − 𝑝𝑛) = 0, (2.33)

∇ℎ ⋅ 𝐮𝑛+1 = 0, (2.34)
5
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where

𝜙̃𝑛+
1
2 ∶= 3

2
𝜙𝑛 − 1

2
𝜙𝑛−1, 𝜙̄𝑛+

1
2 ∶= 1

2
𝜙𝑛+1 + 1

2
𝜙𝑛, ̄̄𝜙𝑛+

1
2 ∶= 3

4
𝜙𝑛+1 + 1

4
𝜙𝑛−1,

𝐮̃𝑛+
1
2 ∶= 3

2
𝐮𝑛 − 1

2
𝐮𝑛−1, ̄̂u𝑛+

1
2 ∶= 1

2
û𝑛+1 + 1

2
𝐮𝑛, 𝐺(𝑥) = 𝑥 ln(𝑥),

(2.35)

ith the discrete boundary conditions:

(𝐮𝑛+1 ⋅ 𝒏)|𝛤 = 0, 𝜕𝑛(𝐮𝑛+1 ⋅ 𝝉) = 0, 𝜕𝑛𝜙
𝑛+1

|𝛤 = 𝜕𝑛𝜇
𝑛+ 1

2
|𝛤 = 0. (2.36)

he nonlinear term  (𝜙𝑛) in (2.32) represents an increasing function within 𝜙𝑛 ∈ (−1, 1), and possesses singularity at ±1, for
instance, we can choose  (𝜙𝑛) = ln(1 + 𝜙𝑛) − ln(1 − 𝜙𝑛).

At the initial time step, we could take a backward evaluation of the PDE system to obtain a locally second order accurate
pproximation to 𝜙−1. In turn, a numerical implementation of the proposed algorithm (2.30)–(2.34) leads to a second order local
runcation error at 𝑛 = 0.

It is clear that the phase variable satisfies the mass conservation property, i.e.,

𝜙𝑛+1 = 𝜙𝑛 = ⋯ = 𝜙0. (2.37)

o facilitate the later analysis, the following smooth function is introduced: for any 𝑎 > 0,

𝐹𝑎(𝑥) ∶=
𝐺(𝑥) − 𝐺(𝑎)

𝑥 − 𝑎
, ∀𝑥 > 0. (2.38)

herefore, the chemical potential approximation (2.32) can be represented as:

𝜇𝑛+
1
2 =𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1) − 𝐹1−𝜙𝑛 (1 − 𝜙𝑛+1) − 𝜃0𝜙̃

𝑛+ 1
2 − 𝜖2𝛥ℎ ̄̄𝜙

𝑛+ 1
2

+ 𝜏
(

 (𝜙𝑛+1) − (𝜙𝑛)
)

.
(2.39)

Moreover, the following results are useful in the convergence analysis:

Lemma 2.2 ([27,30]). Let 𝑎 > 0 be fixed, then

1. 𝐹 ′
𝑎(𝑥) =

𝐺′(𝑥)(𝑥−𝑎)−(𝐺(𝑥)−𝐺(𝑎))
(𝑥−𝑎)2 ≥ 0, for any 𝑥 > 0.

2. 𝐹𝑎(𝑥) is an increasing function of 𝑥, and 𝐹𝑎(𝑥) ≤ 𝐹𝑎(𝑎) = ln 𝑎 + 1 for any 0 < 𝑥 < 𝑎.
3. 𝐹 ′

𝑎(𝑥) =
1
2𝜂 , for some 𝜂 between 𝑎 and 𝑥.

The positivity-preserving property and unique solvability has been established in [27].

Theorem 2.1 ([27]). Given cell-centered functions 𝜙𝑛, 𝜙𝑛−1, with ‖𝜙𝑛‖∞, ‖‖
‖

𝜙𝑛−1‖‖
‖∞

< 1 and 𝜙𝑛 = 𝜙𝑛−1 = 𝛽0 < 1, then there exists a unique
ell-centered solution 𝜙𝑛+1 to (2.30)–(2.34), with ‖

‖

‖

𝜙𝑛+1‖‖
‖∞

< 1, and 𝜙𝑛+1 = 𝛽0.

Remark 2.1. The proposed chemical potential approximation (2.32) is based on a modified Crank–Nicolson discretization, combined
with a nonlinear artificial regularization. Such a nonlinear artificial regularization leads to an implicit treatment for the singular
logarithmic terms, which in turn ensures the positivity-preserving and unique solvability properties. This technique has been widely
used in various gradient flows, including the Cahn–Hilliard equation with Flory–Huggins potential [30–38], the liquid film droplet
model [39], the Poisson–Nernst–Planck system [40–43], the reaction–diffusion system [44–46], etc. The convex nature of the
singular energy part prevents the numerical solution approach the singular limit values of ±1, which turns out to be the key point
in the theoretical arguments.

Now we proceed into the convergence analysis. For the CHNS system (1.2)–(1.5), the existence of a global-in-time weak solution
has been proved in [5], under a polynomial approximation to the double well energy potential. The weak solution to the CHNS
system with a Flory–Huggins phase field energy potential could be analyzed in the same fashion. Of course, the regularity of the weak
solutions is not sufficient to justify the optimal rate convergence analysis, and a strong solution to the CHNS system, with higher
order regularities, is needed in the error estimate. It was proved in [6] that unique strong solutions exist for the PDE system (1.2)–
(1.5), with a constant mobility assumption. In more details, higher order regularities could be stated as follows: for any initial data
𝐮0 ∈ 𝐻𝑚(𝛺), 𝜙0 ∈ 𝐻𝑚+1(𝛺), there is an estimate for ‖𝐮(𝑡)‖𝐻𝑚 and ‖𝜙(𝑡)‖𝐻𝑚+1 , 𝑚 ≥ 1, globally-in-time for 2D, and locally-in-time
for 3D, under appropriate compatibility conditions between the initial data and boundary conditions [47]. Therefore, for the exact
solution (𝜙𝑒,𝐮𝑒, 𝑝𝑒) to the FHCHNS system (1.2)–(1.5), we could always assume that the exact solution has regularity of class ,
with sufficiently regular initial data:

𝜙𝑒, 𝐮𝑒, 𝑝𝑒 ∈  ∶= 𝐻4 (0, 𝑇 ;𝐶per (𝛺)
)

∩𝐻3
(

0, 𝑇 ;𝐶2
per (𝛺)

)

∩ 𝐿∞
(

0, 𝑇 ;𝐶6
per (𝛺)

)

. (2.40)

In addition, we assume that the following separation property is valid for the exact phase variable: for some 𝛿 > 0,
6

−1 + 2𝛿 < 𝜙𝑒 < 1 − 2𝛿, (2.41)
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which is satisfied at a point-wise level, for all 𝑡 ∈ [0, 𝑇 ]. Define 𝛷𝑁 ( ⋅ , 𝑡) ∶= 𝑁𝜙𝑒( ⋅ , 𝑡), the (spatial) Fourier projection of the exact
olution into 𝐾 , the space of trigonometric polynomials of degree up to and including 𝐾 (with 𝑁 = 2𝐾+1), only in the Cosine wave
ode in both the 𝑥 and 𝑦 directions, due to the homogeneous Neumann boundary condition. The following projection approximation

s standard: if 𝜙𝑒 ∈ 𝐿∞(0, 𝑇 ;𝐻𝓁
per (𝛺)), for some 𝓁 ∈ N,

‖

‖

𝛷𝑁 − 𝜙𝑒‖‖𝐿∞(0,𝑇 ;𝐻𝑘) ≤ 𝐶ℎ𝓁−𝑘 ‖
‖

𝜙𝑒‖‖𝐿∞(0,𝑇 ;𝐻𝓁 ) , ∀ 0 ≤ 𝑘 ≤ 𝓁, 𝑗 = 1, 2. (2.42)

y 𝛷𝑚
𝑁 , 𝜙𝑚𝑒 we denote 𝛷𝑁 ( ⋅ , 𝑡𝑚) and 𝜙𝑒( ⋅ , 𝑡𝑚), respectively, with 𝑡𝑚 = 𝑚 ⋅ 𝛥𝑡. Since 𝛷𝑁 ∈ 𝐾 , the mass conservative property is

vailable at the discrete level:

𝛷𝑚
𝑁 = 1

|𝛺|
∫𝛺

𝛷𝑁 (⋅, 𝑡𝑚) 𝑑𝐱 = 1
|𝛺|

∫𝛺
𝛷𝑁 (⋅, 𝑡𝑚−1) 𝑑𝐱 = 𝛷𝑚−1

𝑁 , ∀ 𝑚 ∈ N. (2.43)

n the other hand, the numerical solution of the phase variable is also mass conservative at the discrete level, as given by (2.37).
eanwhile, we use the mass conservative projection for the initial data: 𝜙0 = ℎ𝛷𝑁 ( ⋅ , 𝑡 = 0), that is

𝜙0
𝑖,𝑗 ∶= 𝛷𝑁 (𝑝𝑖, 𝑝𝑗 , 𝑡 = 0). (2.44)

n turn, the error grid function for the phase variable is defined as

𝜙̃𝑚 ∶= ℎ𝛷𝑚
𝑁 − 𝜙𝑚, ∀ 𝑚 ∈ {0, 1, 2, 3,…} . (2.45)

herefore, it follows that 𝑒𝑚 = 0, for any 𝑚 ∈ {0, 1, 2, 3,…}. Of course, the discrete norm ‖ ⋅ ‖−1,ℎ is well defined for the error grid
function 𝑒𝑚𝜙 .

For the velocity and pressure variables, we just take 𝐔 = 𝐮𝑒 and 𝑃 = 𝑝𝑒. Accordingly, the error grid functions for the velocity
and pressure variables are defined as

𝐮̃𝑚 ∶= ℎ𝐔𝑚 − 𝐮𝑚 = (𝑢̃𝑚, 𝑣̃𝑚)𝑇 , 𝑝̃𝑚 ∶= ℎ𝑃𝑚 − 𝑝𝑚, ∀ 𝑚 ∈ {0, 1, 2, 3,…} . (2.46)

The following theorem is the main result of this article.

heorem 2.2. Given initial data 𝜙𝑒( ⋅ , 𝑡 = 0), 𝒖𝑒( ⋅ , 𝑡 = 0) ∈ 𝐶6
per (𝛺), suppose the exact solution for FHCHNS system (1.2)–(1.5) is of

egularity class . Then, provided 𝜏 and ℎ are sufficiently small, and under the linear refinement requirement 𝐶1ℎ ≤ 𝜏 ≤ 𝐶2ℎ, we have

‖∇ℎ𝜙̃𝑛‖2 + ‖𝐮̃𝑛‖2 +
( 𝜖2

8
𝜏

𝑛
∑

𝑚=1
‖∇ℎ𝛥ℎ𝜙̃𝑚‖22

)
1
2 ≤ 𝐶(𝜏2 + ℎ2), (2.47)

or all positive integers 𝑛, such that 𝑡𝑛 = 𝑛𝜏 ≤ 𝑇 , where 𝐶 > 0 is independent of 𝜏 and ℎ.

. Optimal rate convergence analysis

Throughout the following analysis, 𝐶 represents a constant that may depend on 𝜖, 𝜈, 𝜃0, 𝛺 and 𝛿, but is independent on ℎ and
.

.1. Higher order consistency analysis of (2.30)–(2.34)

By consistency, the projection solution 𝛷𝑁 , the exact profiles 𝐔 and 𝑃 solve the discrete equation (2.30)–(2.34) with a second
rder (in both time and space) local truncation error. Meanwhile, it is observed that this leading local truncation error will not be
nough to recover an a-priori 𝑊 1,∞

ℎ bound for the numerical solution to recover the nonlinear analysis, as well as the separation
roperty. To overcome this difficulty, we have to use a higher order consistency analysis, via a perturbation argument, to recover
uch a bound in later analysis. In more details, we construct a sequence of supplementary fields, and 𝐔̆, 𝛷̆, 𝑃 , satisfying

𝐔̆ = 𝐻 (𝐔 + 𝜏2𝐔𝜏,1 + ℎ2𝐔ℎ,1), 𝛷̆ = 𝛷𝑁 + 𝑁 (𝜏2𝛷𝜏,1 + ℎ2𝛷ℎ,1), (3.1)

𝑃 = ℎ(𝑃 + 𝜏2𝑃𝜏,1 + ℎ2𝑃ℎ,1), (3.2)

o that a higher 𝑂(𝜏3+ℎ4) consistency is satisfied with the given numerical scheme (2.30)–(2.34), in which 𝐻 stands for a discrete
elmholz interpolation (into the divergence-free space), and ℎ is the standard point-wise interpolation. The constructed fields
𝜏,1, 𝛷𝜏,1, 𝑃𝜏,1, 𝐔ℎ,1, 𝛷ℎ,1 and 𝑃ℎ,1, which will be obtained using a perturbation expansion, will depend solely on the exact solution
𝜙𝑒,𝐮𝑒, 𝑝𝑒). In turn, we estimate the numerical error function between the constructed profile and the numerical solution, instead of
direct comparison between the numerical solution and projection solution. Such an 𝑂(𝜏3+ℎ4) truncation error enables us to derive
higher order convergence estimate, in the ‖ ⋅ ‖𝐻1

ℎ
norm for the phase variable and ‖ ⋅ ‖2 norm for the velocity variable, which

eads to a desired ‖ ⋅ ‖∞ bound of the numerical solution. This approach has been reported for a wide class of nonlinear PDEs; see
he related works for the incompressible fluid equation [48–54], various gradient equations [55–60], the porous medium equation
ased on the energetic variational approach [61,62], nonlinear wave equation [63], etc.

The following bilinear form 𝑏 is introduced to facilitate the nonlinear analysis:

𝑏 (𝐮, 𝐯) = 𝐮 ⋅ ∇𝐯, 𝑏 (𝐮, 𝐯) = 1 (𝐮 ⋅ ∇ 𝐯 + ∇ ⋅ (𝐮𝐯𝑇 )). (3.3)
7
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A

w

I

I
(

The following intermediate velocity vector is defined, which is needed in the leading order consistency analysis:

𝐔̂𝑛+1 = 𝐔𝑛+1 + 1
2
𝜏∇(𝑃 𝑛+1 − 𝑃 𝑛). (3.4)

careful Taylor expansion in time reveals that

𝐔̂𝑛+1 − 𝐔𝑛
𝜏

+ 𝑏(𝐔̃𝑛+
1
2 , ̄̂𝐔𝑛+

1
2 ) + ∇𝑃 𝑛 − 𝜈𝛥 ̄̂𝐔𝑛+

1
2 = −𝛾𝛷̃

𝑛+ 1
2

𝑁 ∇M𝑛+ 1
2

+ 𝜏2𝐆
𝑛+ 1

2
0 + 𝑂(𝜏3 + ℎ𝑚0 ), (3.5)

𝛷𝑛+1
𝑁 −𝛷𝑛

𝑁
𝜏

+ ∇ ⋅
(

𝛷̃
𝑛+ 1

2
𝑁

̄̂𝐔𝑛+
1
2

)

= 𝛥M𝑛+ 1
2 + 𝜏2𝐻

𝑛+ 1
2

0 + 𝑂(𝜏3 + ℎ𝑚0 ), (3.6)

M𝑛+ 1
2 =

𝐺(1 +𝛷𝑛+1
𝑁 ) − 𝐺(1 +𝛷𝑛

𝑁 )

𝛷𝑛+1
𝑁 −𝛷𝑛

𝑁

+
𝐺(1 −𝛷𝑛+1

𝑁 ) − 𝐺(1 −𝛷𝑛
𝑁 )

𝛷𝑛+1
𝑁 −𝛷𝑛

𝑁

− 𝜃0𝛷̃
𝑛+ 1

2
𝑁 − 𝜖2𝛥 ̄̄𝛷

𝑛+ 1
2

𝑁

+ 𝜏
(

 (𝛷𝑛+1
𝑁 ) − (𝛷𝑛

𝑁 )
)

, (3.7)
𝐔𝑛+1 − 𝐔̂𝑛+1

𝜏
+ 1

2
∇(𝑃 𝑛+1 − 𝑃 𝑛) = 0, (3.8)

∇ ⋅ 𝐔𝑛+1 = 0, (3.9)

here ‖𝐆
𝑛+ 1

2
0 ‖, ‖𝐻

𝑛+ 1
2

0 ‖, ‖𝐾0‖ ≤ 𝐶, and 𝐶 depends on the regularity of the exact solutions.
The correction functions 𝐔𝜏,1, 𝛷𝜏,1 and 𝑃𝜏,1 are solved by the following PDE system

𝜕𝑡𝐔𝜏,1 + (𝐔𝜏,1 ⋅ ∇)𝐔 + (𝐔 ⋅ ∇)𝐔𝜏,1 + ∇𝑃𝜏,1 − 𝜈𝛥𝐔𝜏,1 = −𝛾𝛷𝜏,1∇M − 𝛾𝛷𝑁∇M𝜏,1 −𝐆0,

𝜕𝑡𝛷𝜏,1 + ∇ ⋅ (𝛷𝜏,1𝐔 +𝛷𝑁𝐔𝜏,1) = 𝛥M𝜏,1 −𝐻0,

M𝜏,1 =
𝛷𝜏,1

1 +𝛷𝑁
+

𝛷𝜏,1
1 −𝛷𝑁

− 𝜃0𝛷𝜏,1 − 𝜖2𝛥𝛷𝜏,1,

∇ ⋅ 𝐔𝜏,1 = 0,

combined with the homogeneous Neumann boundary condition for 𝛷𝜏,1 and M𝜏,1, no-penetration, free-slip boundary condition for
𝐔𝜏,1. Existence of a solution of the above linear PDE system is straightforward. Meanwhile, a similar intermediate velocity vector is
introduced as

𝐔̂𝑛+1𝜏,1 = 𝐔𝑛+1𝜏,1 + 1
2
𝜏∇(𝑃 𝑛+1𝜏,1 − 𝑃 𝑛𝜏,1). (3.10)

n turn, an application of a temporal discretization to the above linear PDE system for 𝐔𝜏,1, 𝛷𝜏,1, 𝑃𝜏,1 and 𝐔̂𝜏,1 indicates that

𝐔̂𝑛+1𝜏,1 − 𝐔𝑛𝜏,1
𝜏

+ 𝑏(𝐔̃
𝑛+ 1

2
𝜏,1 , ̄̂𝐔𝑛+

1
2 ) + 𝑏(𝐔̃𝑛+

1
2 , ̄̂𝐔

𝑛+ 1
2

𝜏,1 ) + ∇𝑃 𝑛𝜏,1 − 𝜈𝛥
̄̂𝐔
𝑛+ 1

2
𝜏,1

= −𝛾𝛷̃
𝑛+ 1

2
𝜏,1 ∇M𝑛+ 1

2 − 𝛾𝛷̃
𝑛+ 1

2
𝑁 ∇M

𝑛+ 1
2

𝜏,1 −𝐆
𝑛+ 1

2
0 + 𝑂(𝜏2), (3.11)

𝛷𝑛+1
𝜏,1 −𝛷𝑛

𝜏,1

𝜏
+ ∇ ⋅

(

𝛷̃
𝑛+ 1

2
𝜏,1

̄̂𝐔𝑛+
1
2 + 𝛷̃

𝑛+ 1
2

𝑁
̄̂𝐔
𝑛+ 1

2
𝜏,1

)

= 𝛥M
𝑛+ 1

2
𝜏,1 −𝐻

𝑛+ 1
2

0 + 𝑂(𝜏2), (3.12)

M
𝑛+ 1

2
𝜏,1 = 1

𝜏2

(

𝐺(1 +𝛷𝑛+1
𝑁 + 𝜏2𝛷𝑛+1

𝜏,1 ) − 𝐺(1 +𝛷𝑛
𝑁 + 𝜏2𝛷𝑛

𝜏,1)

𝛷𝑛+1
𝑁 + 𝜏2𝛷𝑛+1

𝜏,1 −𝛷𝑛
𝑁 − 𝜏2𝛷𝑛

𝜏,1

−
𝐺(1 +𝛷𝑛+1

𝑁 ) − 𝐺(1 +𝛷𝑛
𝑁 )

𝛷𝑛+1
𝑁 −𝛷𝑛

𝑁

)

+ 1
𝜏2

(

𝐺(1 −𝛷𝑛+1
𝑁 − 𝜏2𝛷𝑛+1

𝜏,1 ) − 𝐺(1 −𝛷𝑛
𝑁 − 𝜏2𝛷𝑛

𝜏,1)

𝛷𝑛+1
𝑁 + 𝜏2𝛷𝑛+1

𝜏,1 −𝛷𝑛
𝑁 − 𝜏2𝛷𝑛

𝜏,1

−
𝐺(1 −𝛷𝑛+1

𝑁 ) − 𝐺(1 −𝛷𝑛
𝑁 )

𝛷𝑛+1
𝑁 −𝛷𝑛

𝑁

)

− 𝜃0𝛷̃
𝑛+ 1

2
𝜏,1 − 𝜖2𝛥 ̄̄𝛷

𝑛+ 1
2

𝜏,1 + 𝜏
(

 ′(𝛷𝑛+1
𝑁 )𝛷𝑛+1

𝜏,1 − ′(𝛷𝑛
𝑁 )𝛷𝑛

𝜏,1

)

, (3.13)

𝐔𝑛+1𝜏,1 − 𝐔̂𝑛+1𝜏,1

𝜏
+ 1

2
∇(𝑃 𝑛+1𝜏,1 − 𝑃 𝑛𝜏,1) = 0, (3.14)

∇ ⋅ 𝐔𝑛+1𝜏,1 = 0. (3.15)

t is noticed that a nonlinear Taylor expansion has been applied in the derivation of (3.13). A combination of (3.5)–(3.9) and
3.11)–(3.15) leads to the following third order truncation error for 𝐔̆1 ∶= 𝐔 + 𝜏2𝐔𝜏,1, 𝛷̆1 ∶= 𝛷𝑁 + 𝜏2𝑁𝛷𝜏,1, 𝑃1 ∶= 𝑃 + 𝜏2𝑃𝜏,1:

̆̂𝐔𝑛+11 − 𝐔̆𝑛1
𝜏

+ 𝑏( ̃̆𝐔
𝑛+ 1

2
1 ,

̄̂̆
𝐔
𝑛+ 1

2
1 ) + ∇𝑃 𝑛1 − 𝜈𝛥

̄̂̆
𝐔
𝑛+ 1

2
1 = −𝛾 ̃̆𝛷

𝑛+ 1
2

1 ∇𝑀̆
𝑛+ 1

2
1

+ 𝜏3𝐆
𝑛+ 1

2
1 + 𝑂(𝜏4 + ℎ𝑚0 ), (3.16)

𝛷̆𝑛+1
1 − 𝛷̆𝑛

1 + ∇ ⋅
(

̃̆𝛷
𝑛+ 1

2 ̄̂̆𝐔
𝑛+ 1

2

)

= 𝛥𝑀̆
𝑛+ 1

2 + 𝜏3𝐻
𝑛+ 1

2 + 𝑂(𝜏4 + ℎ𝑚0 ), (3.17)
8
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𝑀̆
𝑛+ 1

2
1 =

𝐺(1 + 𝛷̆𝑛+1
1 ) − 𝐺(1 + 𝛷̆𝑛

1)

𝛷̆𝑛+1
1 − 𝛷̆𝑛

1

+
𝐺(1 − 𝛷̆𝑛+1

1 ) − 𝐺(1 − 𝛷̆𝑛
1)

𝛷̆𝑛+1
1 − 𝛷̆𝑛

1

− 𝜃0
̃̆𝛷
𝑛+ 1

2
1 − 𝜖2𝛥 ̄̆̄𝛷

𝑛+ 1
2

1

+ 𝜏
(

 (𝛷̆𝑛+1
1 ) − (𝛷̆𝑛

1)
)

, (3.18)

𝐔̆𝑛+11 − ̆̂𝐔𝑛+11
𝜏

+ 1
2
∇(𝑃 𝑛+11 − 𝑃 𝑛1 ) = 0, (3.19)

∇ ⋅ 𝐔̆𝑛+11 = 0, (3.20)

here ‖𝐆1‖ ≤ 𝐶, ‖𝐻1‖ ≤ 𝐶, and 𝐶 depends on the regularity of the exact solutions. The following linearized expansions have been
sed in (3.18):

 (𝛷̆1) =  (𝛷𝑁 + 𝜏2𝑁𝛷𝜏,1) =  (𝛷𝑁 ) + ′(𝛷𝑁 )𝜏2𝑁𝛷𝜏,1 + 𝑂(𝜏4). (3.21)

Now, we construct the spatial correction function to upgrade the spatial accuracy order. In terms of the spatial discretization, it
s observed that the velocity profile 𝐔̆1 is not divergence-free at a discrete level, so that its discrete inner product with the pressure
radient may not vanish. To overcome the difficulty, a spatial interpolation operator is needed to ensure the exact divergence-free
roperty of the constructed velocity vector at a discrete level. Such an operator in the finite difference discretization is highly
on-standard, due to the collocation point structure, and this effort has not been reported in the existing textbook literature. A
ioneering idea of this approach was proposed in [64], and other related analysis works have been reported in [21,50,65], etc.

In more details, the spatial interpolation operator 𝐻 is defined as follows, for any 𝐮 ∈ 𝐻1(𝛺), ∇ ⋅𝐮 = 0: There is an exact stream
unction 𝜓 so that 𝐮 = ∇⟂𝜓 , and we define

𝐻 (𝐮) = ∇⟂
ℎ𝜓 = (−𝐷𝑦𝜓,𝐷𝑥𝜓)𝑇 . (3.22)

f course, this definition ensures ∇ℎ ⋅ 𝐻 (𝐮) = 0 at a point-wise level. Furthermore, an 𝑂(ℎ2) truncation error is available between
he continuous velocity vector 𝐮 and its Helmholtz interpolation, 𝐻 (𝐮).

In turn, we denote 𝐔̆1,𝑃𝐻 = 𝐻 (𝐔̆1). An application of the spatial discretization yields the following truncation error estimate,
ith the help of straightforward Taylor expansion:

̆̂𝐔𝑛+11,𝑃𝐻 − 𝐔̆𝑛1,𝑃𝐻
𝜏

+ 𝑏ℎ(
̃̆𝐔
𝑛+ 1

2
1,𝑃𝐻 ,

̄̂̆
𝐔
𝑛+ 1

2
1,𝑃𝐻 ) + ∇ℎ𝑃 𝑛1 − 𝜈𝛥ℎ

̄̂̆
𝐔
𝑛+ 1

2
1,𝑃𝐻 = −𝛾ℎ

̃̆𝛷
𝑛+ 1

2
1 ∇ℎM̆

𝑛+ 1
2

1,ℎ

+ ℎ2𝐆
𝑛+ 1

2
ℎ + 𝑂(𝜏3 + ℎ4), (3.23)

𝛷̆𝑛+1
1 − 𝛷̆𝑛

1
𝜏

+ ∇ℎ ⋅
(

ℎ
̃̆𝛷
𝑛+ 1

2
1

̄̂̆
𝐔
𝑛+ 1

2
1,𝑃𝐻

)

= 𝛥ℎM̆
𝑛+ 1

2
1,ℎ + ℎ2𝐻

𝑛+ 1
2

ℎ + 𝑂(𝜏3 + ℎ4), (3.24)

M̆
𝑛+ 1

2
1,ℎ =

𝐺(1 + 𝛷̆𝑛+1
1 ) − 𝐺(1 + 𝛷̆𝑛

1)

𝛷̆𝑛+1
1 − 𝛷̆𝑛

1

+
𝐺(1 − 𝛷̆𝑛+1

1 ) − 𝐺(1 − 𝛷̆𝑛
1)

𝛷̆𝑛+1
1 − 𝛷̆𝑛

1

− 𝜃0
̃̆𝛷
𝑛+ 1

2
1 − 𝜖2𝛥ℎ

̄̆̄𝛷
𝑛+ 1

2
1

+ 𝜏
(

 (𝛷̆𝑛+1
1 ) − (𝛷̆𝑛

1)
)

, (3.25)

𝐔̆𝑛+11,𝑃𝐻 − ̆̂𝐔𝑛+11,𝑃𝐻

𝜏
+ 1

2
∇ℎ(𝑃 𝑛+11 − 𝑃 𝑛1 ) = 0, (3.26)

∇ℎ ⋅ 𝐔̂𝑛+11,𝑃𝐻 = 0, (3.27)

here ‖𝐆ℎ‖2, ‖𝐻ℎ‖2 ≤ 𝐶, dependent only on the regularity of the exact solution. Meanwhile, it is noticed that there is no 𝑂(ℎ3)
runcation error term, which comes from the fact that the centered difference spatial approximation gives local truncation errors
ith only even order terms, 𝑂(ℎ2), 𝑂(ℎ4), etc., because of the Taylor expansion symmetry over a uniform mesh. This fact will greatly

implify the construction of the higher order consistency analysis in the spatial discretization.
The spatial correction functions 𝐔ℎ,1, 𝛷ℎ,1 and 𝑃ℎ,1 are determined by the following system

𝜕𝑡𝐔ℎ,1 + (𝐔ℎ,1 ⋅ ∇)𝐔̆1 + (𝐔̆1 ⋅ ∇)𝐔ℎ,1 + ∇𝑃ℎ,1 − 𝜈𝛥𝐔ℎ,1 = −𝛾𝛷ℎ,1∇M̆1 − 𝛾𝛷̆1∇Mℎ,1 −𝐆ℎ,

𝜕𝑡𝛷ℎ,1 + ∇ ⋅ (𝛷ℎ,1𝐔̆1 + 𝛷̆1𝐔ℎ,1) = 𝛥Mℎ,1 −𝐻ℎ,

Mℎ,1 =
𝛷ℎ,1

1 + 𝛷̆1
+

𝛷ℎ,1
1 − 𝛷̆1

− 𝜃0𝛷ℎ,1 − 𝜖2𝛥𝛷ℎ,1,

∇ ⋅ 𝐔ℎ,1 = 0.

gain, the homogeneous Neumann boundary condition is imposed for 𝛷ℎ,1 and Mℎ,1, no-penetration, free-slip boundary condition
or 𝐔ℎ,1. Subsequently, we denote 𝐔ℎ,1,𝑃𝐻 = 𝐻 (𝐔ℎ,1), and 𝐔̂𝑛+1ℎ,1,𝑃𝐻 = 𝐔𝑛+1ℎ,1,𝑃𝐻+ 1

2 𝜏∇ℎ(𝑃
𝑛+1
ℎ,1 −𝑃 𝑛ℎ,1). An application of both the temporal

nd spatial approximations to the above system reveals that

𝐔̂𝑛+1ℎ,1,𝑃𝐻 − 𝐔𝑛ℎ,1,𝑃𝐻
𝜏

+ 𝑏ℎ(𝐔̃
𝑛+ 1

2
ℎ,1,𝑃𝐻 ,

̄̂𝐔
𝑛+ 1

2
1,𝑃𝐻 ) + 𝑏ℎ(

̃̆𝐔
𝑛+ 1

2
1,𝑃𝐻 , 𝐔̄

𝑛+ 1
2

ℎ,1,𝑃𝐻 ) + ∇ℎ𝑃 𝑛ℎ,1 − 𝜈𝛥ℎ
̄̂𝐔
𝑛+ 1

2
ℎ,1,𝑃𝐻

= −𝛾 𝛷̃
𝑛+ 1

2 ∇ M̆
𝑛+ 1

2 − 𝛾 ̃̆𝛷
𝑛+ 1

2 ∇ M
𝑛+ 1

2 −𝐆
𝑛+ 1

2 + 𝑂(𝜏2 + ℎ2), (3.28)
9
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w
𝜁

T
c
p

w

I

𝛷𝑛+1
ℎ,1 −𝛷𝑛

ℎ,1

𝜏
+ ∇ℎ ⋅

(

ℎ𝛷̃
𝑛+ 1

2
ℎ,1

̄̂𝐔
𝑛+ 1

2
1,𝑃𝐻 +ℎ

̃̆𝛷
𝑛+ 1

2
1 𝐔̄

𝑛+ 1
2

ℎ,1,𝑃𝐻

)

= 𝛥ℎM
𝑛+ 1

2
ℎ,1 −𝐻

𝑛+ 1
2

ℎ + 𝑂(𝜏2 + ℎ2), (3.29)

M
𝑛+ 1

2
ℎ,1 = 1

ℎ2

(

𝐺(1 + 𝛷̆𝑛+1
1 + ℎ2𝛷𝑛+1

ℎ,1 ) − 𝐺(1 + 𝛷̆
𝑛
1 + ℎ

2𝛷𝑛
ℎ,1)

𝛷̆𝑛+1
1 + ℎ2𝛷𝑛+1

ℎ,1 − 𝛷̆𝑛
1 − ℎ

2𝛷𝑛
ℎ,1

−
𝐺(1 + 𝛷̆𝑛+1

1 ) − 𝐺(1 + 𝛷̆𝑛
1)

𝛷̆𝑛+1
1 − 𝛷̆𝑛

1

)

+ 1
ℎ2

(

𝐺(1 − 𝛷̆𝑛+1
1 − ℎ2𝛷𝑛+1

ℎ,1 ) − 𝐺(1 − 𝛷̆
𝑛
1 − ℎ

2𝛷𝑛
ℎ,1)

𝛷̆𝑛+1
1 + ℎ2𝛷𝑛+1

ℎ,1 − 𝛷̆𝑛
1 − ℎ

2𝛷𝑛
ℎ,1

−
𝐺(1 − 𝛷̆𝑛+1

1 ) − 𝐺(1 − 𝛷̆𝑛
1)

𝛷̆𝑛+1
1 − 𝛷̆𝑛

1

)

− 𝜃0𝛷̃
𝑛+ 1

2
ℎ,1 − 𝜖2𝛥ℎ ̄̄𝛷

𝑛+ 1
2

ℎ,1 + 𝜏
(

 ′(𝛷̆𝑛+1
1 )𝛷𝑛+1

ℎ,1 − ′(𝛷̆𝑛
1)𝛷

𝑛
ℎ,1

)

, (3.30)

𝐔𝑛+1ℎ,1,𝑃𝐻 − 𝐔̂𝑛+1ℎ,1,𝑃𝐻

𝜏
+ 1

2
∇ℎ(𝑃 𝑛+1ℎ,1 − 𝑃 𝑛ℎ,1) = 0, (3.31)

∇ℎ ⋅ 𝐔𝑛+1ℎ,1,𝑃𝐻 = 0. (3.32)

combination of (3.23)–(3.27) and (3.28)–(3.32) leads to the following 𝑂(𝜏3 + ℎ4) truncation error for 𝐔̆, 𝛷̆ and 𝑃 :

̂̆𝐔𝑛+1 − 𝐔̆𝑛
𝜏

+ 𝑏ℎ(
̃̆𝐔𝑛+

1
2 ,
̄̆̂
𝐔𝑛+

1
2 ) + ∇ℎ𝑃 𝑛 − 𝜈𝛥ℎ

̄̆̂
𝐔𝑛+

1
2 = −𝛾ℎ

̃̆𝛷𝑛+ 1
2 ∇ℎM̆𝑛+ 1

2 + 𝜻𝑛1, (3.33)

𝛷̆𝑛+1 − 𝛷̆𝑛

𝜏
+ ∇ℎ ⋅

(

ℎ
̃̆𝛷𝑛+ 1

2
̄̆̂
𝐔𝑛+

1
2

)

= 𝛥ℎM̆𝑛+ 1
2 + 𝜁𝑛2 , (3.34)

M̆𝑛+ 1
2 =

𝐺(1 + 𝛷̆𝑛+1) − 𝐺(1 + 𝛷̆𝑛)
𝛷̆𝑛+1 − 𝛷̆𝑛

+
𝐺(1 − 𝛷̆𝑛+1) − 𝐺(1 − 𝛷̆𝑛)

𝛷̆𝑛+1 − 𝛷̆𝑛
− 𝜃0

̃̆𝛷𝑛+ 1
2 − 𝜖2𝛥ℎ

̄̆̄𝛷𝑛+ 1
2

+ 𝜏
(

 (𝛷̆𝑛+1) − (𝛷̆𝑛)
)

, (3.35)

𝐔̆𝑛+1 − ̂̆𝐔𝑛+1
𝜏

+ 1
2
∇ℎ(𝑃 𝑛+1 − 𝑃 𝑛) = 0, (3.36)

∇ℎ ⋅ 𝐔̆𝑛+1 = 0, (3.37)

here similar linearized expansions as in (3.21) have been utilized in (3.35), and the truncation errors ‖𝜻𝑛1‖2 = 𝑂(𝜏3 + ℎ4 + 𝜏2ℎ2),
𝑛
2 ∶= 𝑂(𝜏3 + ℎ4 + 𝜏2ℎ2). Notice that 𝜏2ℎ2 ≤ 1

2 𝜏
4 + 1

2ℎ
4, then we obtain

‖𝜻𝑛1‖2 ≤ 𝐶(𝜏3 + ℎ4), ‖𝜁𝑛2 ‖2 ≤ 𝐶(𝜏3 + ℎ4). (3.38)

Remark 3.1. For the sake of the later analysis, we could set the initial value as 𝛷𝜏,1(⋅, 𝑡 = 0) ≡ 0 and 𝛷ℎ,1(⋅, 𝑡 = 0) ≡ 0, respectively.
hen we obtain d

d𝑡 (𝛷𝜏,1, 1) = 0 and d
d𝑡 (𝛷ℎ,1, 1) = 0, so that (𝛷𝜏,1(𝑡), 1) = (𝛷𝜏,1(0), 1) = 0, (𝛷ℎ,1(𝑡), 1) = (𝛷ℎ,1(0), 1) = 0. Moreover, by the

onstruction formula (3.1), it is clear that 𝛷̆𝑛 = 𝛷𝑛
𝑁 , due to the fact that 𝑁 (𝑓 ) = (𝑓, 1). This in turn implies the mass conservative

roperty for 𝛷̆:

𝜙0 ≡ 𝛷̆0, 𝜙𝑛 = 𝜙0, ∀ 𝑛 ≥ 0, (3.39)

𝛷̆𝑛 = 𝛷𝑛
𝑁 = ∫𝛺

𝛷𝑛
𝑁 𝑑𝐱 = ∫𝛺

𝛷0
𝑁 𝑑𝐱 = 𝜙0 = 𝜙𝑛, ∀ 𝑛 ≥ 0, (3.40)

here the second step is based on the fact that 𝛷𝑁 ∈ 𝐾 , and the third step comes from the mass conservative property of 𝛷𝑁 at
the continuous level. These two properties will be used in the later analysis. In addition, since 𝛷̆ is mass conservative at a discrete
level, we observe that the local truncation error 𝜏𝜙 has a similar property:

𝜁𝑛2 = 0, ∀ 𝑛 ≥ 0. (3.41)

Remark 3.2. We recall the phase separation inequality (2.41) for the exact solution. Furthermore, by choosing sufficiently small 𝜏
and ℎ satisfying ℎ ≤ 𝜏0, 𝜏 ≤ 𝜏0, the following separation property becomes available for the constructed profile 𝛷̆:

− 1 + 3
2
𝛿 ≤ 𝛷̆ ≤ 1 − 3

2
𝛿. (3.42)

Since the correction function is only based on the exact solution (𝛷,𝐔, 𝑃 ) with enough regularity, its discrete 𝑊 1,∞
ℎ norm will

stay bounded, for any 𝑘, 𝑛 ≥ 0:

‖𝛷̆𝑘
‖∞ ≤ 𝐶⋆, ‖𝐔̆𝑘‖∞ ≤ 𝐶⋆, ‖∇ℎ𝛷̆𝑘

‖∞ ≤ 𝐶⋆, ‖∇ℎ𝐔̆𝑘‖∞ ≤ 𝐶⋆, ‖

̄̆̂
𝐔𝑛+

1
2
‖∞ ≤ 𝐶∗. (3.43)

n addition, it is clear that M̆𝑛+ 1
2 only depends on the exact solution 𝛷 and the associated correction functions, we assume a discrete

𝑊 1,∞
ℎ bound

‖∇ 𝑀̆𝑛+ 1
2
‖ ≤ 𝐶∗. (3.44)
10
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3.2. A rough error estimate

The following error functions are defined:

𝐞𝑛u = 𝐔̆𝑛 − 𝐮𝑛, 𝐞̄
𝑛+ 1

2
u = ̄̆𝐔𝑛+

1
2 − 𝐮̄𝑛+

1
2 , 𝐞̃

𝑛+ 1
2

u = ̃̆𝐔𝑛+
1
2 − 𝐮̃𝑛+

1
2 ,

ê𝑛+1u = ̂̆𝐔𝑛+1 − 𝐮̂𝑛+1, ̄̂e
𝑛+ 1

2
u = 1

2
(𝐞𝑛u + ê

𝑛+1
u ),

𝑒𝑛𝑝 = 𝑃 𝑛 − 𝑝𝑛, 𝑒
𝑛+ 1

2
𝑝 = ̄̆𝑃 𝑛+

1
2 − 𝑝̄𝑛+

1
2 , 𝑒

𝑛+ 1
2

𝜇 = M̆𝑛+ 1
2 − 𝜇𝑛+

1
2 ,

𝑒𝑛𝜙 = 𝛷̆𝑛 − 𝜙𝑛, ̄̄𝑒
𝑛+ 1

2
𝜙 = ̄̆̄𝛷𝑛+ 1

2 − ̄̄𝜙𝑛+
1
2 , 𝑒

𝑛+ 1
2

𝜙 = ̃̆𝛷𝑛+ 1
2 − 𝜙̃𝑛+

1
2 .

(3.45)

otice that these error functions, (𝑒𝑛𝜙, 𝐞
𝑛
u, 𝑒

𝑛
𝑝), are different from the earlier introduced ones, (𝜙̃𝑛, 𝐮̃𝑛, 𝑝̃𝑛) (given by (2.45), (2.46)). In

act, the latter ones measure a direct difference between the numerical and exact (projection) solutions, while the ones in (3.45)
orrespond to the difference between the numerical solution and the constructed profiles. Due to the higher order consistency
nalysis for (𝛷̆, 𝐔̆, 𝑃 ), an 𝑂(𝜏3 + ℎ4) error estimate would be available for the ones defined in (3.45), while the original numerical
rror functions preserve an 𝑂(𝜏2 +ℎ2) accuracy order, as indicated by Theorem 2.2. Based on the mass conservative identity (3.40),
e see that the error function 𝑒𝑘𝜙 is always mean free: 𝑒𝑘𝜙 = 0, for any 𝑘 ≥ 0, so that its ‖ ⋅ ‖−1,ℎ norm is well defined.

Lemma 3.1. A trilinear form is introduced as  (𝐮, 𝐯,𝐰) = ⟨𝑏ℎ (𝐮, 𝐯) ,𝐰⟩1. The following estimates are valid:

 (𝐮, 𝐯, 𝐯) = 0, (3.46)

| (𝐮, 𝐯,𝐰) | ≤ 1
2
‖𝐮‖2

(

‖

‖

∇ℎ𝐯‖‖∞ ⋅ ‖𝐰‖2 + ‖

‖

∇ℎ𝐰‖‖2 ⋅ ‖𝐯‖∞
)

. (3.47)

Proof. Identity (3.46) comes from the summation by parts formula

 (𝐮, 𝐯, 𝐯) = ⟨𝑏ℎ (𝐮, 𝐯) , 𝐯⟩1 =
1
2
(⟨𝐮 ⋅ ∇ℎ𝐯, 𝐯⟩1 + ⟨∇ℎ ⋅ (𝐮𝐯𝑇 ), 𝐯⟩1) = 0.

Inequality (3.47) could be derived as follows:

| (𝐮, 𝐯,𝐰) | =1
2
|(⟨𝐮 ⋅ ∇ℎ𝐯,𝐰⟩1 + ⟨∇ℎ ⋅ (𝐮𝐯𝑇 ),𝐰⟩1)| =

1
2
|(⟨𝐮 ⋅ ∇ℎ𝐯,𝐰⟩1 − ⟨𝐮 ⋅ ∇ℎ𝐰, 𝐯⟩1)|

≤ 1
2
(|(⟨𝐮 ⋅ ∇ℎ𝐯,𝐰⟩1| + |⟨𝐮 ⋅ ∇ℎ𝐰, 𝐯⟩1)|) ≤

1
2
‖𝐮‖2

(

‖

‖

∇ℎ𝐯‖‖∞ ⋅ ‖𝐰‖2 + ‖

‖

∇ℎ𝐰‖‖2 ⋅ ‖𝐯‖∞
)

. □

In addition, for the nonlinear error terms associated with the singular logarithmic terms, the following preliminary estimates
ill be needed in the convergence analysis; the detailed proofs will be given in Appendix.

roposition 3.1. Given 𝛹 and 𝜓 and denote 𝜓̃ = 𝛹 − 𝜓 . Assume that both 𝛹 and 𝜓 preserve a separation property:

−1 + 𝛿 ≤ 𝛹, 𝜓 ≤ 1 − 𝛿, (3.48)

hen the following nonlinear error estimates are available:

‖ ln(1 ± 𝛹 ) − ln(1 ± 𝜓)‖2 ≤ 𝐶𝛿‖𝜓̃‖2, ‖ (𝛹 ) − (𝜓)‖2 ≤ 𝐶𝛿‖𝜓̃‖2. (3.49)

oreover, under a few additional conditions

‖∇ℎ𝛹‖∞ ≤ 𝐶∗, ‖∇ℎ𝜓‖∞ ≤ 𝐶̃1 ∶= 𝐶∗ + 1, ‖𝜓̃‖∞ ≤ 𝜏 + ℎ, (3.50)

e have the further estimates

‖∇ℎ(ln(1 ± 𝛹 ) − ln(1 ± 𝜓))‖2 ≤ 𝐶𝛿(‖𝜓̃‖2 + ‖∇ℎ𝜓̃‖2),

‖∇ℎ( (𝛹 ) − (𝜓))‖2 ≤ 𝐶𝛿(‖𝜓̃‖2 + ‖∇ℎ𝜓̃‖2),
(3.51)

n which 𝐶𝛿 only depends on 𝛿 and 𝐶∗, independent on 𝜏 and ℎ.

roposition 3.2. Assume that the numerical solution 𝜙𝑛 preserves the separation property, −1 + 𝛿 ≤ 𝜙𝑛 ≤ 1 − 𝛿, as in (3.48), then the
ollowing nonlinear error estimates are valid:

⟨𝑒𝑛+1𝜙 , 𝐹1+𝛷̆𝑛 (1 + 𝛷̆
𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1)⟩𝑐 ≥ −𝐶𝛿‖𝑒𝑛+1𝜙 ‖2 ⋅ ‖𝑒

𝑛
𝜙‖2,

⟨𝑒𝑛+1𝜙 ,−𝐹1−𝛷̆𝑛 (1 − 𝛷̆
𝑛+1) + 𝐹1−𝜙𝑛 (1 − 𝜙𝑛+1)⟩𝑐 ≥ −𝐶𝛿‖𝑒𝑛+1𝜙 ‖2 ⋅ ‖𝑒

𝑛
𝜙‖2.

(3.52)

oreover, if both 𝜙𝑛 and 𝜙𝑛+1 preserve the separation property, −1+𝛿 ≤ 𝜙𝑘 ≤ 1−𝛿, 𝑘 = 𝑛, 𝑛+1, and the following conditions are satisfied:

‖∇ 𝜙𝑘‖ ≤ 𝐶̃ ∶= 𝐶∗ + 1, ‖𝑒𝑘‖ ≤ 𝜏 + ℎ, 𝑘 = 𝑛, 𝑛 + 1, (3.53)
11
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we have the further estimates

‖∇ℎ(𝐹1+𝛷̆𝑛 (1 + 𝛷̆
𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1))‖2 ≤ 𝐶𝛿(‖∇ℎ𝑒𝑛𝜙‖2 + ‖∇ℎ𝑒𝑛+1𝜙 ‖2),

‖∇ℎ(𝐹1−𝛷̆𝑛 (1 − 𝛷̆
𝑛+1) − 𝐹1−𝜙𝑛 (1 − 𝜙𝑛+1))‖2 ≤ 𝐶𝛿(‖∇ℎ𝑒𝑛𝜙‖2 + ‖∇ℎ𝑒𝑛+1𝜙 ‖2),

(3.54)

n which 𝐶𝛿 only depends on 𝛿 and 𝐶∗, independent on 𝜏 and ℎ.

Subtracting the numerical system (2.30)–(2.34) from the consistency estimate (3.33)–(3.37) leads to the following error
quations:

ê𝑛+1u − 𝐞𝑛u
𝜏

+ 𝑏ℎ(𝐞̃
𝑛+ 1

2
u ,

̄̆̂
𝐔𝑛+

1
2 ) + 𝑏ℎ(𝐮̃

𝑛+ 1
2 , ̄̂e

𝑛+ 1
2

u ) + ∇ℎ𝑒𝑛𝑝 − 𝜈𝛥ℎ ̄̂e
𝑛+ 1

2
u

+ 𝛾ℎ𝑒
𝑛+ 1

2
𝜙 ∇ℎM̆𝑛+ 1

2 + 𝛾ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝑒
𝑛+ 1

2
𝜇 = 𝜻𝑛1, (3.55)

𝑒𝑛+1𝜙 − 𝑒𝑛𝜙
𝜏

+ ∇ℎ ⋅
(

ℎ𝑒
𝑛+ 1

2
𝜙

̄̆̂
𝐔𝑛+

1
2 +ℎ𝜙̃

𝑛+ 1
2 ̄̂e

𝑛+ 1
2

u

)

= 𝛥ℎ𝑒
𝑛+ 1

2
𝜇 + 𝜁𝑛2 , (3.56)

𝑒
𝑛+ 1

2
𝜇 = 𝐹1+𝛷̆𝑛 (1 + 𝛷̆

𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1) − 𝐹1−𝛷̆𝑛 (1 − 𝛷̆
𝑛+1) + 𝐹1−𝜙𝑛 (1 − 𝜙𝑛+1)

− 𝜃0𝑒
𝑛+ 1

2
𝜙 − 𝜖2𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 + 𝜏
(

 (𝛷̆𝑛+1) − (𝜙𝑛+1) − (𝛷̆𝑛) + (𝜙𝑛)
)

, (3.57)

𝐞𝑛+1u − ê𝑛+1u
𝜏

+ 1
2
∇ℎ(𝑒𝑛+1𝑝 − 𝑒𝑛𝑝) = 0, (3.58)

∇ℎ ⋅ 𝐞𝑛+1u = 0. (3.59)

o proceed with the convergence analysis, the following a-priori assumption is made for the numerical error functions at the previous
ime steps:

‖𝐞𝑘u‖2, ‖∇ℎ𝑒
𝑘
𝜙‖2 ≤ 𝜏

11
4 + ℎ

15
4 , 𝑘 = 𝑛, 𝑛 − 1, ‖∇ℎ𝑒𝑛𝑝‖2 ≤ 𝜏

7
4 + ℎ

11
4 . (3.60)

uch an a-priori assumption will be recovered by the convergence analysis in the next time step, which will be demonstrated later.
n particular, this induction assumption is valid for 𝑛 = 0 and 𝑛 = 1. At 𝑛 = 0, the initial data is given by a point-wise interpolation
f the projection solution, so that the numerical error is of order 𝑂(ℎ𝑚). At the next time step 𝑛 = 1, since the second order local
runcation error is obtained in the numerical implementation of (2.30)–(2.34) from 𝑛 = 0 to 𝑛 = 1, the higher order consistency
nalysis outlined in the last section would also be applicable, so that an 𝑂(𝜏3+ℎ4) consistency is available for the defined numerical
rror functions.

In turn, the a-priori assumption (3.60) leads to a 𝑊 1,∞
ℎ bound for the numerical error function at the previous time steps, based

n the inverse inequality, the linear refinement requirement 𝐶1ℎ ≤ 𝜏 ≤ 𝐶2ℎ, as well as the discrete Poincaré inequality (stated in
roposition 2.1):

‖𝑒𝑘𝜙‖∞ ≤
𝐶‖𝑒𝑘𝜙‖𝐻1

ℎ

ℎ
1
2

≤ 𝐶(𝜏
9
4 + ℎ

13
4 ) ≤ 𝜏2 + ℎ3 ≤ 𝛿

2
,

‖∇ℎ𝑒𝑘𝜙‖∞ ≤
𝐶‖𝑒𝑘𝜙‖∞

ℎ
≤ 𝐶(𝜏

5
4 + ℎ

9
4 ) ≤ 𝜏 + ℎ2 ≤ 1,

(3.61)

or 𝑘 = 𝑛, 𝑛 − 1, provided that 𝜏 and ℎ are sufficiently small. In turn, the phase separation property becomes available for 𝜙𝑛, in
combination with the separation estimate (3.42) for the constructed profile 𝛷̆:

− 1 + 𝛿 ≤ 𝜙𝑛 ≤ 1 − 𝛿. (3.62)

urthermore, a 𝑊 1,∞
ℎ bound of the numerical solution could also be derived:

‖𝜙̃𝑛+
1
2
‖∞ = ‖

3
2
𝜙𝑛 − 1

2
𝜙𝑛−1‖∞ ≤ 3

2
‖𝜙𝑛‖∞ + 1

2
‖𝜙𝑛−1‖∞ ≤ 2, (3.63)

‖∇ℎ𝜙𝑛‖∞ ≤ ‖∇ℎ𝛷̆𝑛
‖∞ + ‖∇ℎ𝑒𝑛𝜙‖∞ ≤ 𝐶∗ + 1 = 𝐶̃1, (3.64)

n which the 𝑊 1,∞
ℎ assumption (3.43) for the constructed solution 𝛷̆ has been applied.

Taking a discrete inner product with (3.55) by 2 ̄̂e
𝑛+ 1

2
u = ê𝑛+1u + 𝐞𝑛u gives

1
𝜏
(‖ê𝑛+1u ‖

2
2 − ‖𝐞𝑛u‖

2
2) + 2

(

𝐞̃
𝑛+ 1

2
u ,

̄̆̂
𝐔𝑛+

1
2 , ̄̂e

𝑛+ 1
2

u

)

+ 2
(

𝐮̃𝑛+
1
2 , ̄̂e

𝑛+ 1
2

u , ̄̂e
𝑛+ 1

2
u

)

+ 2𝜈‖∇ℎ ̄̂e
𝑛+ 1

2
u ‖

2
2 = −⟨∇ℎ𝑒𝑛𝑝, ê

𝑛+1
u + 𝐞𝑛u⟩1 − 2𝛾⟨ℎ𝑒

𝑛+ 1
2

𝜙 ∇ℎM̆𝑛+ 1
2 , ̄̂e

𝑛+ 1
2

u ⟩1

𝑛+ 1 𝑛+ 1
2 ̄𝑛+

1
2 𝑛 ̄𝑛+

1
2

(3.65)
12

− 2𝛾⟨ℎ𝜙̃ 2 ∇ℎ𝑒𝜇 , êu ⟩1 + 2⟨𝜻1, êu ⟩1.
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By the nonlinear identity (3.46) (in Lemma 3.1), it is clear that


(

𝐮̃𝑛+
1
2 , ̄̂e

𝑛+ 1
2

u , ̄̂e
𝑛+ 1

2
u

)

= 0. (3.66)

or the second term on the left hand side of (3.65), we make use of inequality (3.47) and obtain

2||
|


(

𝐞̃
𝑛+ 1

2
u ,

̄̆̂
𝐔𝑛+

1
2 , ̄̂e

𝑛+ 1
2

u

)

|

|

|

≤ ‖𝐞̃
𝑛+ 1

2
u ‖2(‖∇ℎ

̄̆̂
𝐔𝑛+

1
2
‖∞ ⋅ ‖ ̄̂e

𝑛+ 1
2

u ‖2 + ‖

̄̆̂
𝐔𝑛+

1
2
‖∞ ⋅ ‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖2)

≤ 𝐶∗
‖𝐞̃
𝑛+ 1

2
u ‖2(‖ ̄̂e

𝑛+ 1
2

u ‖2 + ‖∇ℎ ̄̂e
𝑛+ 1

2
u ‖2) ≤ 𝐶∗

‖𝐞̃
𝑛+ 1

2
u ‖2 ⋅ (𝐶0 + 1)‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖2

≤
(𝐶∗(𝐶0 + 1))2

2𝜈
‖𝐞̃
𝑛+ 1

2
u ‖

2
2 +

𝜈
2
‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖

2
2 ≤ 𝐶̃2(3‖𝐞𝑛u‖

2
2 + ‖𝐞𝑛−1u ‖

2
2) +

𝜈
2
‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖

2
2,

(3.67)

with 𝐶̃2 =
(𝐶∗(𝐶0+1))2

2𝜈 , and the 𝑊 1,∞
ℎ assumption (3.43) for the constructed solution 𝛷̆ has been applied in the derivation. Notice that

he discrete Pincaré inequality, ‖ ̄̂e
𝑛+ 1

2
u ‖2 ≤ 𝐶0‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖2, (which comes from Proposition 2.1), was used in the second step, due to

the no-penetration boundary condition for ̄̂e
𝑛+ 1

2
u .

In terms of numerical error inner product associated with the pressure gradient, we see that

⟨∇ℎ𝑒𝑛𝑝, 𝐞
𝑘
u⟩1 = −⟨𝑒𝑛𝑝,∇ℎ ⋅ 𝐞

𝑘
u⟩𝑐 = 0, since ∇ℎ ⋅ 𝐞𝑛u = 0, 𝑘 = 𝑛, 𝑛 + 1, (3.68)

in which the summation by parts formula (2.26) has been applied. Regarding the other pressure gradient inner product term, we
make use of (3.58) and obtain

⟨∇ℎ𝑒𝑛𝑝, ê
𝑛+1
u ⟩1 =⟨∇ℎ𝑒𝑛𝑝, 𝐞

𝑛+1
u ⟩1 +

1
2
𝜏⟨∇ℎ𝑒𝑛𝑝,∇ℎ(𝑒

𝑛+1
𝑝 − 𝑒𝑛𝑝)⟩1

=1
2
𝜏⟨∇ℎ𝑒𝑛𝑝,∇ℎ(𝑒

𝑛+1
𝑝 − 𝑒𝑛𝑝)⟩1

=1
4
𝜏(‖∇ℎ𝑒𝑛+1𝑝 ‖

2
2 − ‖∇ℎ𝑒𝑛𝑝‖

2
2 − ‖∇ℎ(𝑒𝑛+1𝑝 − 𝑒𝑛𝑝)‖

2
2),

(3.69)

n which the second step comes from the fact that ⟨∇ℎ𝑒𝑛𝑝, 𝐞𝑛+1u ⟩1 = 0. For the second term on the right hand side of (3.65), a direct
application of discrete Hölder inequality implies that

− 2𝛾⟨ℎ𝑒
𝑛+ 1

2
𝜙 ∇ℎM̆𝑛+ 1

2 , ̄̂e
𝑛+ 1

2
u ⟩1 ≤ 2𝛾‖𝑒

𝑛+ 1
2

𝜙 ‖2 ⋅ ‖∇ℎM̆𝑛+ 1
2
‖∞ ⋅ ‖ ̄̂e

𝑛+ 1
2

u ‖2

≤ 2𝛾𝐶∗
‖𝑒
𝑛+ 1

2
𝜙 ‖2 ⋅ ‖ ̄̂e

𝑛+ 1
2

u ‖2 ≤ 2𝛾𝐶0𝐶
∗
‖𝑒
𝑛+ 1

2
𝜙 ‖2 ⋅ ‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖2

≤
4𝛾2𝐶2

0 (𝐶
∗)2

𝜈
‖𝑒
𝑛+ 1

2
𝜙 ‖

2
2 +

𝜈
4
‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖

2
2 ≤ 𝐶̃3(3‖𝑒𝑛𝜙‖

2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) +

𝜈
4
‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖

2
2,

(3.70)

with 𝐶̃3 =
4𝛾2𝐶2

0 (𝐶
∗)2

𝜈 . Again, the 𝑊 1,∞
ℎ assumption (3.44) and the discrete Poincaré inequality, ‖ ̄̂e

𝑛+ 1
2

u ‖2 ≤ 𝐶0‖∇ℎ ̄̂e
𝑛+ 1

2
u ‖2, have been

applied in the derivation. The local truncation error term could be controlled in a straightforward manner:

2⟨𝜻𝑛1,
̄̂e
𝑛+ 1

2
u ⟩1 ≤ 2‖𝜻𝑛1‖2 ⋅ ‖

̄̂e
𝑛+ 1

2
u ‖2 ≤ 2𝐶0‖𝜻𝑛1‖2 ⋅ ‖∇ℎ

̄̂e
𝑛+ 1

2
u ‖2 ≤

4𝐶2
0
𝜈

‖𝜻𝑛1‖
2
2 +

𝜈
4
‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖

2
2. (3.71)

Subsequently, a substitution of (3.66)–(3.71) into (3.65) yields

1
𝜏
(‖ê𝑛+1u ‖

2
2 − ‖𝐞𝑛u‖

2
2) + 𝜈‖∇ℎ

̄̂e
𝑛+ 1

2
u ‖

2
2 +

1
4
𝜏(‖∇ℎ𝑒𝑛+1𝑝 ‖

2
2 − ‖∇ℎ𝑒𝑛𝑝‖

2
2)

≤ − 2𝛾⟨ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝑒
𝑛+ 1

2
𝜇 , ̄̂e

𝑛+ 1
2

u ⟩1 +
1
4
𝜏‖∇ℎ(𝑒𝑛+1𝑝 − 𝑒𝑛𝑝)‖

2
2

+ 𝐶̃2(3‖𝐞𝑛u‖
2
2 + ‖𝐞𝑛−1u ‖

2
2) + 𝐶̃3(3‖𝑒𝑛𝜙‖

2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) +

4𝐶2
0
𝜈

‖𝜻𝑛1‖
2
2.

(3.72)

Meanwhile, taking a discrete inner product with (3.58) by 2𝐞𝑛+1u gives

‖𝐞𝑛+1u ‖

2
2 − ‖ê𝑛+1u ‖

2
2 + ‖𝐞𝑛+1u − ê𝑛+1u ‖

2
2 = 0, so that ‖𝐞𝑛+1u ‖

2
2 − ‖ê𝑛+1u ‖

2
2 +

1
4
𝜏2‖∇ℎ(𝑒𝑛+1𝑝 − 𝑒𝑛𝑝)‖

2
2 = 0, (3.73)

n which the divergence-free condition for 𝐞𝑛+1u has been used. In turn, a combination of (3.72) and (3.73) results in

1
𝜏
(‖𝐞𝑛+1u ‖

2
2 − ‖𝐞𝑛u‖

2
2) + 𝜈‖∇ℎ

̄̂e
𝑛+ 1

2
u ‖

2
2 +

1
4
𝜏(‖∇ℎ𝑒𝑛+1𝑝 ‖

2
2 − ‖∇ℎ𝑒𝑛𝑝‖

2
2)

≤ − 2𝛾⟨ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝑒
𝑛+ 1

2
𝜇 , ̄̂e

𝑛+ 1
2

u ⟩1

+ 𝐶̃ (3‖𝐞𝑛‖2 + ‖𝐞𝑛−1‖2) + 𝐶̃ (3‖𝑒𝑛 ‖2 + ‖𝑒𝑛−1‖2) +
4𝐶2

0
‖𝜻𝑛‖2.

(3.74)
13
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Now we proceed into a rough error estimate for the phase field error evolutionary equation. Taking a discrete inner product
ith (3.56) by 𝑒

𝑛+ 1
2

𝜇 leads to

1
𝜏
⟨𝑒𝑛+1𝜙 , 𝑒

𝑛+ 1
2

𝜇 ⟩𝑐 + ‖∇ℎ𝑒
𝑛+ 1

2
𝜇 ‖

2
2 − ⟨ℎ𝜙̃

𝑛+ 1
2 ∇ℎ𝑒

𝑛+ 1
2

𝜇 , ̄̂e
𝑛+ 1

2
u ⟩1

= ⟨ℎ𝑒
𝑛+ 1

2
𝜙 ∇ℎ𝑒

𝑛+ 1
2

𝜇 ,
̄̆̂
𝐔𝑛+

1
2
⟩1 + ⟨𝜁𝑛2 , 𝑒

𝑛+ 1
2

𝜇 ⟩𝑐 +
1
𝜏
⟨𝑒𝑛𝜙, 𝑒

𝑛+ 1
2

𝜇 ⟩𝑐 ,
(3.75)

with an application of summation by parts formula (2.29). The right hand side terms could be analyzed as follows, with the help
of the 𝓁∞ bound (3.43):

⟨ℎ𝑒
𝑛+ 1

2
𝜙 ∇ℎ𝑒

𝑛+ 1
2

𝜇 ,
̄̆̂
𝐔𝑛+

1
2
⟩1 ≤ ‖𝑒

𝑛+ 1
2

𝜙 ‖2 ⋅ ‖∇ℎ𝑒
𝑛+ 1

2
𝜇 ‖2 ⋅ ‖

̄̆̂
𝐔𝑛+

1
2
‖∞ ≤ 𝐶∗

‖𝑒
𝑛+ 1

2
𝜙 ‖2 ⋅ ‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖2

≤(𝐶∗)2‖𝑒
𝑛+ 1

2
𝜙 ‖

2
2 +

1
4
‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖

2
2 ≤ (𝐶∗)2(3‖𝑒𝑛𝜙‖

2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) +

1
4
‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖

2
2, (3.76)

⟨𝜁𝑛2 , 𝑒
𝑛+ 1

2
𝜇 ⟩𝑐 ≤ ‖𝜁𝑛2 ‖−1,ℎ ⋅ ‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖2 ≤ 𝐶1‖𝜁
𝑛
2 ‖2 ⋅ ‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖

2
2 ≤ 𝐶2

1‖𝜁
𝑛
2 ‖

2
2 +

1
4
‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖

2
2, (3.77)

1
𝜏
⟨𝑒𝑛𝜙, 𝑒

𝑛+ 1
2

𝜇 ⟩𝑐 ≤
1
𝜏
‖𝑒𝑛𝜙‖−1,ℎ ⋅ ‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖2 ≤
𝐶1
𝜏
‖𝑒𝑛𝜙‖2 ⋅ ‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖2

≤
𝐶2
1

𝜏2
‖𝑒𝑛𝜙‖

2
2 +

1
4
‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖

2
2, (3.78)

n which the preliminary estimate, ‖𝑓‖−1,ℎ ≤ 𝐶1‖𝑓‖2 for any 𝑓 = 0 (as stated in Proposition 2.1), has been repeatedly applied. In
terms of the first term on the left hand side of (3.75), we begin with the following expansion:

⟨𝑒𝑛+1𝜙 , 𝑒
𝑛+ 1

2
𝜇 ⟩𝑐 =⟨𝑒𝑛+1𝜙 , 𝐹1+𝛷̆𝑛 (1 + 𝛷̆

𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1)⟩𝑐 − 𝜃0⟨𝑒𝑛+1𝜙 , 𝑒
𝑛+ 1

2
𝜙 ⟩𝑐

+ ⟨𝑒𝑛+1𝜙 ,−𝐹1−𝛷̆𝑛 (1 − 𝛷̆
𝑛+1) + 𝐹1−𝜙𝑛 (1 − 𝜙𝑛+1)⟩𝑐 − 𝜖2⟨𝑒𝑛+1𝜙 , 𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ⟩𝑐

+ 𝜏⟨𝑒𝑛+1𝜙 , (𝛷̆𝑛+1) − (𝜙𝑛+1)⟩𝑐 − 𝜏⟨𝑒𝑛+1𝜙 , (𝛷̆𝑛) − (𝜙𝑛)⟩𝑐 .

(3.79)

he first and third terms have been analyzed in (3.52) (given by Proposition 3.2). The second and fourth terms could be bounded
s follows:

−𝜃0⟨𝑒𝑛+1𝜙 , 𝑒
𝑛+ 1

2
𝜙 ⟩𝑐 = − 𝜃0⟨𝑒𝑛+1𝜙 , 3

2
𝑒𝑛𝜙 − 1

2
𝑒𝑛−1𝜙 ⟩𝑐 ≥ −𝜃0‖𝑒𝑛+1𝜙 ‖2(

3
2
‖𝑒𝑛𝜙‖2 +

1
2
‖𝑒𝑛−1𝜙 ‖2), (3.80)

−⟨𝑒𝑛+1𝜙 , 𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 ⟩𝑐 = − ⟨𝑒𝑛+1𝜙 , 𝛥ℎ(

3
4
𝑒𝑛+1𝜙 + 1

4
𝑒𝑛−1𝜙 )⟩𝑐 = ⟨∇ℎ𝑒𝑛+1𝜙 ,∇ℎ(

3
4
𝑒𝑛+1𝜙 + 1

4
𝑒𝑛−1𝜙 )⟩𝑐

≥5
8
‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 −

1
8
‖∇ℎ𝑒𝑛−1𝜙 ‖

2
2. (3.81)

t is observed that the fifth term in the expansion (3.79) must be non-negative, due to the monotone property of  , as well as the
act that 𝑒𝑛+1𝜙 = 𝛷̆𝑛+1 − 𝜙𝑛+1:

⟨𝑒𝑛+1𝜙 , (𝛷̆𝑛+1) − (𝜙𝑛+1)⟩𝑐 = ⟨𝛷̆𝑛+1 − 𝜙𝑛+1, (𝛷̆𝑛+1) − (𝜙𝑛+1)⟩𝑐 ≥ 0. (3.82)

egarding the last term in the expansion (3.79), we see that both the constructed solution 𝛷̆𝑛 and the numerical solution 𝜙𝑛 preserve
he phase separation property (3.48). In turn, an application of the preliminary error estimate (3.49) (in Proposition 3.1) reveals
hat

‖ (𝛷̆𝑛) − (𝜙𝑛)‖2 ≤ 𝐶𝛿‖𝑒
𝑛
𝜙‖2, so that

− ⟨𝑒𝑛+1𝜙 , (𝛷̆𝑛) − (𝜙𝑛)⟩𝑐 ≥ −𝐶𝛿‖𝑒𝑛+1𝜙 ‖2 ⋅ ‖𝑒
𝑛
𝜙‖2.

(3.83)

ubsequently, a substitution of (3.76)–(3.83) into (3.75) yields

𝜖2

𝜏
( 5
8
‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 −

1
8
‖∇ℎ𝑒𝑛−1𝜙 ‖

2
2) +

1
4
‖∇ℎ𝑒

𝑛+ 1
2

𝜇 ‖

2
2 − ⟨ℎ𝜙̃

𝑛+ 1
2 ∇ℎ𝑒

𝑛+ 1
2

𝜇 , ̄̂e
𝑛+ 1

2
u ⟩1

≤(𝐶∗)2(3‖𝑒𝑛𝜙‖
2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) + 𝐶

2
1‖𝜁

𝑛
2 ‖

2
2 +

𝐶2
1

𝜏2
‖𝑒𝑛𝜙‖

2
2

+ (2𝐶 + 3 𝜃 + 1) 1‖𝑒𝑛+1‖ ⋅ ‖𝑒𝑛 ‖ +
𝜃0

‖𝑒𝑛+1‖ ⋅ ‖𝑒𝑛−1‖ , if 𝐶 𝜏 ≤ 1.

(3.84)
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A combination of (3.74) and (3.84) gives

1
2𝛾

‖𝐞𝑛+1u ‖

2
2 +

5𝜖2
8

‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 +

𝜏2

8𝛾
‖∇ℎ𝑒𝑛+1𝑝 ‖

2
2

≤ 1
2𝛾

‖𝐞𝑛u‖
2
2 +

𝜖2

8
‖∇ℎ𝑒𝑛−1𝜙 ‖

2
2 +

𝜏2

8𝛾
‖∇ℎ𝑒𝑛𝑝‖

2
2 + 𝐶

2
1 𝜏‖𝜁

𝑛
2 ‖

2
2 +

2𝐶2
0 𝜏
𝛾𝜈

‖𝜻𝑛1‖
2
2

+ (3(𝐶∗)2𝜏 +
3𝐶̃3
2𝛾

𝜏 +
𝐶2
1
𝜏

)‖𝑒𝑛𝜙‖
2
2 + ((𝐶∗)2 +

𝐶̃3
2𝛾

)𝜏‖𝑒𝑛−1𝜙 ‖

2
2

+
𝐶̃2𝜏
2𝛾

(3‖𝐞𝑛u‖
2
2 + ‖𝐞𝑛−1u ‖

2
2) + 𝐶̃4‖𝑒

𝑛+1
𝜙 ‖2 ⋅ ‖𝑒

𝑛
𝜙‖2 +

1
2
𝜃0‖𝑒

𝑛+1
𝜙 ‖2 ⋅ ‖𝑒

𝑛−1
𝜙 ‖2,

(3.85)

ith 𝐶̃4 = 2𝐶𝛿 +
3
2 𝜃0 + 1. Notice that the term ⟨ℎ𝜙̃

𝑛+ 1
2 ∇ℎ𝑒

𝑛+ 1
2

𝜇 , ̄̂e
𝑛+ 1

2
u ⟩1 cancels each other between (3.74) and (3.84), and this fact

lays a crucial role in the error estimate. For the right hand side of (3.85), the following estimates are available, which come from
he a-priori assumption (3.60):

( 1
2𝛾

+
3𝐶̃2𝜏
2𝛾

)‖𝐞𝑛u‖
2
2 ≤

1
𝛾
‖𝐞𝑛u‖

2
2 ≤ 𝐶(𝜏

11
2 + ℎ

15
2 ),

𝐶̃2𝜏
2𝛾

‖𝐞𝑛−1u ‖

2
2 ≤ 𝐶𝜏(𝜏

11
2 + ℎ

15
2 ),

𝜖2

8
‖∇ℎ𝑒𝑛−1𝜙 ‖

2
2 ≤

𝜖2

4
(𝜏

11
2 + ℎ

15
2 ), ((𝐶∗)2 +

𝐶̃3
2𝛾

)𝜏‖𝑒𝑛−1𝜙 ‖

2
2 ≤ 𝐶𝜏(𝜏

11
2 + ℎ

15
2 ),

(3(𝐶∗)2𝜏 +
3𝐶̃3
2𝛾

𝜏 +
𝐶2
1
𝜏

)‖𝑒𝑛𝜙‖
2
2 ≤ (

𝐶2
1
𝜏

+ 1)‖𝑒𝑛𝜙‖
2
2 ≤ 𝐶(𝜏

9
2 + ℎ

13
2 ),

𝐶2
1 𝜏‖𝜁

𝑛
2 ‖

2
2,

2𝐶2
0 𝜏
𝛾𝜈

‖𝜻𝑛1‖
2
2 ≤ 𝐶𝜏(𝜏6 + ℎ8), 𝜏2

8𝛾
‖∇ℎ𝑒𝑛𝑝‖

2
2 ≤ 𝐶(𝜏

11
2 + ℎ

15
2 ),

𝐶̃4‖𝑒
𝑛+1
𝜙 ‖2 ⋅ ‖𝑒

𝑛
𝜙‖2 ≤ 𝐶1𝐶̃4‖∇ℎ𝑒𝑛+1𝜙 ‖2 ⋅ ‖𝑒

𝑛
𝜙‖2 ≤ 2𝐶2

1 𝐶̃
2
4 𝜖

−2
‖𝑒𝑛𝜙‖

2
2 +

𝜖2

8
‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2,

1
2
𝜃0‖𝑒

𝑛+1
𝜙 ‖2 ⋅ ‖𝑒

𝑛−1
𝜙 ‖2 ≤

1
2
𝐶2
1𝜃

2
0𝜖

−2
‖𝑒𝑛−1𝜙 ‖

2
2 +

𝜖2

8
‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2,

(3.86)

here the fact that ‖𝑓‖−1,ℎ ≤ 𝐶1‖𝑓‖2, as well as the refinement constraint 𝐶1ℎ ≤ 𝜏 ≤ 𝐶2ℎ, have been repeatedly used. Going
ack (3.85), we obtain

1
2𝛾

‖𝐞𝑛+1u ‖

2
2 +

3𝜖2
8

‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 ≤ 𝐶(𝜏

9
2 + ℎ

13
2 ) + 𝐶𝜖−2(‖𝑒𝑛𝜙‖

2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) ≤ 𝐶(𝜏

9
2 + ℎ

13
2 ),

so that ‖𝑒𝑛+1𝜙 ‖2 + ‖∇ℎ𝑒𝑛+1𝜙 ‖2 ≤ (𝐶0 + 1)‖∇ℎ𝑒𝑛+1𝜙 ‖2 ≤ 𝐶(𝜏
9
4 + ℎ

13
4 ),

(3.87)

nder the linear refinement requirement 𝐶1ℎ ≤ 𝜏 ≤ 𝐶2ℎ, provided that 𝜏 and ℎ are sufficiently small. As a direct consequence of the
ough error estimate (3.87), an application of inverse inequality reveals that

‖𝑒𝑛+1𝜙 ‖∞ ≤
𝐶‖𝑒𝑛+1𝜙 ‖𝐻1

ℎ

ℎ
1
2

≤ 𝐶̂1(𝜏
7
4 + ℎ

11
4 ) ≤ 𝜏 + ℎ ≤ 𝛿

2
, (3.88)

‖∇ℎ𝑒𝑛+1𝜙 ‖∞ ≤
𝐶‖𝑒𝑛+1𝜙 ‖∞

ℎ
≤ 𝐶𝐶̂1(𝜏

3
4 + ℎ

7
4 ) ≤ 𝜏

1
2 + ℎ ≤ 1. (3.89)

With the help of the separation estimate (3.42) for the constructed profile 𝛷̆, the phase separation property becomes available for
𝜙𝑛+1, at the next time step:

− 1 + 𝛿 ≤ 𝜙𝑛+1 ≤ 1 − 𝛿. (3.90)

In addition, a 𝑊 1,∞
ℎ bound of 𝜙𝑛+1 is also valid:

‖∇ℎ𝜙𝑛+1‖∞ ≤ ‖∇ℎ𝛷̆𝑛+1
‖∞ + ‖∇ℎ𝑒𝑛+1𝜙 ‖∞ ≤ 𝐶∗ + 1 = 𝐶̃1, (3.91)

in combination with the 𝑊 1,∞
ℎ assumption (3.43) for the constructed solution 𝛷̆.

3.3. The refined error estimate

Before proceeding into the refined error estimate, we derive a few preliminary results for the nonlinear error term. The following
nonlinear error is introduced, with 𝑒

𝑛+ 1
2

𝜇 = 𝐿𝐸𝑛 − 𝜖2𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 :

𝐿𝐸𝑛 =𝐹1+𝛷̆𝑛 (1 + 𝛷̆
𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1) − 𝐹1−𝛷̆𝑛 (1 − 𝛷̆

𝑛+1) + 𝐹1−𝜙𝑛 (1 − 𝜙𝑛+1)

− 𝜃0𝑒
𝑛+ 1

2
𝜙 + 𝜏

(

 (𝛷̆𝑛+1) − (𝜙𝑛+1) − (𝛷̆𝑛) + (𝜙𝑛)
)

.
(3.92)

e see that both the constructed solution 𝛷̆𝑘 and numerical solution 𝜙𝑘 preserve the phase separation property (3.48), for 𝑘 = 𝑛, 𝑛+1,
as given by (3.42), (3.62) and (3.90). In addition, the additional conditions (3.50) are satisfied by 𝛷̆𝑘 and 𝜙𝑘, as given by
15
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(3.43), (3.61), (3.64), (3.88) and (3.91), respectively. Therefore, an application of the preliminary error estimate (3.51) (stated
in Proposition 3.1) indicates that

‖∇ℎ( (𝛷̆𝑛) − (𝜙𝑛))‖2 ≤ 𝐶𝛿(‖𝑒𝑛𝜙‖2 + ‖∇ℎ𝑒𝑛𝜙‖2),

‖∇ℎ( (𝛷̆𝑛+1) − (𝜙𝑛+1))‖2 ≤ 𝐶𝛿(‖𝑒𝑛+1𝜙 ‖2 + ‖∇ℎ𝑒𝑛+1𝜙 ‖2).
(3.93)

Similarly, the additional conditions in (3.53) are satisfied, so that we are able to apply Proposition 3.2 and obtain (3.54). A
combination of (3.54) with (3.93) gives

‖∇ℎ𝐿𝐸𝑛‖2 ≤𝐶𝛿(‖∇ℎ𝑒𝑛𝜙‖2 + ‖∇ℎ𝑒𝑛+1𝜙 ‖2) + 𝜃0‖∇ℎ𝑒
𝑛+ 1

2
𝜙 ‖2

≤𝐶𝛿(‖∇ℎ𝑒𝑛𝜙‖2 + ‖∇ℎ𝑒𝑛+1𝜙 ‖2) + 𝜃0(
3
2
‖∇ℎ𝑒𝑛𝜙‖2 +

1
2
‖∇ℎ𝑒𝑛−1𝜙 ‖2),

(3.94)

n which the discrete Poincaré inequality (stated in Proposition 2.1) has been applied.
The rough error estimate (3.74) is still valid, for the velocity error evolutionary equations. Now we carry out a refined rough

rror estimate for the phase variable error evolutionary equation. Taking a discrete inner product with (3.56) by −𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 gives

−1
𝜏
⟨𝑒𝑛+1𝜙 − 𝑒𝑛𝜙, 𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ⟩𝑐 − ⟨∇ℎ𝑒
𝑛+ 1

2
𝜇 ,∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ⟩𝑐 + ⟨ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 , ̄̂e

𝑛+ 1
2

u ⟩1

= −⟨ℎ𝑒
𝑛+ 1

2
𝜙 ∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ,
̄̆̂
𝐔𝑛+

1
2
⟩1 − ⟨𝜁𝑛2 , 𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ⟩𝑐 .
(3.95)

The temporal discretization term could be analyzed as follows:

− ⟨𝑒𝑛+1𝜙 − 𝑒𝑛𝜙, 𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 ⟩𝑐 = −⟨𝑒𝑛+1𝜙 − 𝑒𝑛𝜙, 𝛥ℎ(

3
4
𝑒𝑛+1𝜙 + 1

4
𝑒𝑛−1𝜙 )⟩𝑐

=⟨∇ℎ(𝑒𝑛+1𝜙 − 𝑒𝑛𝜙),∇ℎ(
3
4
𝑒𝑛+1𝜙 + 1

4
𝑒𝑛−1𝜙 )⟩𝑐

=1
2
⟨∇ℎ(𝑒𝑛+1𝜙 − 𝑒𝑛𝜙),∇ℎ(𝑒

𝑛+1
𝜙 + 𝑒𝑛𝜙)⟩𝑐 +

1
4
⟨∇ℎ(𝑒𝑛+1𝜙 − 𝑒𝑛𝜙),∇ℎ(𝑒

𝑛+1
𝜙 − 2𝑒𝑛𝜙 + 𝑒𝑛−1𝜙 )⟩𝑐

≥1
2
(‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 − ‖∇ℎ𝑒𝑛𝜙‖

2
2) +

1
8
(‖∇ℎ(𝑒𝑛+1𝜙 − 𝑒𝑛𝜙)‖

2
2 − ‖∇ℎ(𝑒𝑛𝜙 − 𝑒𝑛−1𝜙 )‖22).

(3.96)

he estimate for the diffusion part is straightforward:

−⟨∇ℎ𝑒
𝑛+ 1

2
𝜇 ,∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ⟩𝑐 = − ⟨∇ℎ𝐿𝐸𝑛 − 𝜖2∇ℎ𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 ,∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ⟩𝑐

=𝜖2‖∇ℎ𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 ‖

2
2 − ⟨∇ℎ𝐿𝐸𝑛,∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ⟩𝑐

≥ 𝜖
2

2
‖∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ‖

2
2 −

1
2
𝜖−2‖∇ℎ𝐿𝐸𝑛‖22, (3.97)

‖∇ℎ𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 ‖

2
2 =‖∇ℎ𝛥ℎ(

3
4
𝑒𝑛+1𝜙 + 1

4
𝑒𝑛−1𝜙 )‖22 ≥

3
8
‖∇ℎ𝛥ℎ𝑒𝑛+1𝜙 ‖

2
2 −

1
8
‖∇ℎ𝛥ℎ𝑒𝑛−1𝜙 ‖

2
2, (3.98)

n which the Cauchy inequality has been repeatedly applied in the derivation. Meanwhile, the analysis for the right hand side terms
f (3.95) could be performed in a similar fashion as in (3.76)–(3.77):

− ⟨ℎ𝑒
𝑛+ 1

2
𝜙 ∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ,
̄̆̂
𝐔𝑛+

1
2
⟩1 ≤ ‖𝑒

𝑛+ 1
2

𝜙 ‖2 ⋅ ‖∇ℎ𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 ‖2 ⋅ ‖

̄̆̂
𝐔𝑛+

1
2
‖∞

≤𝐶∗
‖𝑒
𝑛+ 1

2
𝜙 ‖2 ⋅ ‖∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ‖2 ≤ 2(𝐶∗)2𝜖−2‖𝑒
𝑛+ 1

2
𝜙 ‖

2
2 +

𝜖2

8
‖∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ‖

2
2

≤2(𝐶∗)2𝜖−2(3‖𝑒𝑛𝜙‖
2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) +

𝜖2

8
‖∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ‖

2
2, (3.99)

− ⟨𝜁𝑛2 , 𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 ⟩𝑐 ≤ ‖𝜁𝑛2 ‖−1,ℎ ⋅ ‖∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ‖2 ≤ 𝐶1‖𝜁
𝑛
2 ‖2 ⋅ ‖∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ‖

2
2

≤2𝐶2
1 𝜖

−2
‖𝜁𝑛2 ‖

2
2 +

𝜖2

8
‖∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 ‖

2
2. (3.100)

ubsequently, a substitution of (3.96)–(3.100) into (3.95) yields
1
2𝜏

(‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 − ‖∇ℎ𝑒𝑛𝜙‖

2
2) +

1
8𝜏

(‖∇ℎ(𝑒𝑛+1𝜙 − 𝑒𝑛𝜙)‖
2
2 − ‖∇ℎ(𝑒𝑛𝜙 − 𝑒𝑛−1𝜙 )‖22)

+ 3𝜖2
32

‖∇ℎ𝛥ℎ𝑒𝑛+1𝜙 ‖

2
2 ≤

1
2
𝜖−2‖∇ℎ𝐿𝐸𝑛‖22 − ⟨ℎ𝜙̃

𝑛+ 1
2 ∇ℎ𝛥ℎ ̄̄𝑒

𝑛+ 1
2

𝜙 , ̄̂e
𝑛+ 1

2
u ⟩1

+ 2(𝐶∗)2𝜖−2(3‖𝑒𝑛𝜙‖
2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) + 2𝐶2

1 𝜖
−2
‖𝜁𝑛2 ‖

2
2 +

𝜖2

32
‖∇ℎ𝛥ℎ𝑒𝑛−1𝜙 ‖

2
2.

(3.101)

Meanwhile, in the preliminary estimate (3.74), the nonlinear inner product term could be expanded as follows:

−⟨ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝑒
𝑛+ 1

2
𝜇 , ̄̂e

𝑛+ 1
2

u ⟩1 = − ⟨ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝐿𝐸𝑛, ̄̂e
𝑛+ 1

2
u ⟩1

+ 𝜖2⟨ 𝜙̃𝑛+
1
2 ∇ 𝛥 ̄̄𝑒

𝑛+ 1
2 , ̄̂e

𝑛+ 1
2
⟩ , (3.102)
16
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d

b

𝑡

p
c

w
f
f

R
s
o

−⟨ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝐿𝐸𝑛, ̄̂e
𝑛+ 1

2
u ⟩1 ≤‖𝜙̃

𝑛+ 1
2
‖∞ ⋅ ‖∇ℎ𝐿𝐸𝑛‖2 ⋅ ‖ ̄̂e

𝑛+ 1
2

u ‖2

≤2𝐶0‖∇ℎ𝐿𝐸𝑛‖2 ⋅ ‖∇ℎ ̄̂e
𝑛+ 1

2
u ‖2

≤
4𝛾𝐶2

0
𝜈

‖∇ℎ𝐿𝐸𝑛‖22 +
𝜈
4𝛾

‖∇ℎ ̄̂e
𝑛+ 1

2
u ‖

2
2. (3.103)

Its substitution into (3.74) gives

1
𝜏
(‖𝐞𝑛+1u ‖

2
2 − ‖𝐞𝑛u‖

2
2) +

𝜈
2
‖∇ℎ ̄̂e

𝑛+ 1
2

u ‖

2
2 +

1
4
𝜏(‖∇ℎ𝑒𝑛+1𝑝 ‖

2
2 − ‖∇ℎ𝑒𝑛𝑝‖

2
2)

≤𝐶̃2(3‖𝐞𝑛u‖
2
2 + ‖𝐞𝑛−1u ‖

2
2) + 𝐶̃3(3‖𝑒𝑛𝜙‖

2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) +

4𝐶2
0
𝜈

‖𝜻𝑛1‖
2
2

+
8𝛾2𝐶2

0
𝜈

‖∇ℎ𝐿𝐸𝑛‖22 + 2𝛾𝜖2⟨ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 , ̄̂e

𝑛+ 1
2

u ⟩1.

(3.104)

Finally, a combination of (3.101) and (3.104) leads to
1
2𝜏

(‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 − ‖∇ℎ𝑒𝑛𝜙‖

2
2) +

1
8𝜏

(‖∇ℎ(𝑒𝑛+1𝜙 − 𝑒𝑛𝜙)‖
2
2 − ‖∇ℎ(𝑒𝑛𝜙 − 𝑒𝑛−1𝜙 )‖22)

+ 𝜖−2

2𝛾𝜏
(‖𝐞𝑛+1u ‖

2
2 − ‖𝐞𝑛u‖

2
2) +

𝜖−2

8𝛾
𝜏(‖∇ℎ𝑒𝑛+1𝑝 ‖

2
2 − ‖∇ℎ𝑒𝑛𝑝‖

2
2) +

3𝜖2
32

‖∇ℎ𝛥ℎ𝑒𝑛+1𝜙 ‖

2
2

≤
(4𝛾𝐶2

0
𝜈

+ 1
2

)

𝜖−2‖∇ℎ𝐿𝐸𝑛‖22 +
𝐶̃2𝜖−2

2𝛾
(3‖𝐞𝑛u‖

2
2 + ‖𝐞𝑛−1u ‖

2
2) +

2𝐶2
0 𝜖

−2

𝛾𝜈
‖𝜻𝑛1‖

2
2

+
( 𝐶̃3
2𝛾

+ 2(𝐶∗)2
)

𝜖−2(3‖𝑒𝑛𝜙‖
2
2 + ‖𝑒𝑛−1𝜙 ‖

2
2) + 2𝐶2

1 𝜖
−2
‖𝜁𝑛2 ‖

2
2 +

𝜖2

32
‖∇ℎ𝛥ℎ𝑒𝑛−1𝜙 ‖

2
2.

(3.105)

imilarly, the term ⟨ℎ𝜙̃
𝑛+ 1

2 ∇ℎ𝛥ℎ ̄̄𝑒
𝑛+ 1

2
𝜙 , ̄̂e

𝑛+ 1
2

u ⟩1 cancels each other between (3.101) and (3.104), and such a cancellation makes the
rror estimate go through. Moreover, by the preliminary nonlinear estimate (3.94), we arrive at

1
2𝜏

(‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 − ‖∇ℎ𝑒𝑛𝜙‖

2
2) +

1
8𝜏

(‖∇ℎ(𝑒𝑛+1𝜙 − 𝑒𝑛𝜙)‖
2
2 − ‖∇ℎ(𝑒𝑛𝜙 − 𝑒𝑛−1𝜙 )‖22)

+ 𝜖−2

2𝛾𝜏
(‖𝐞𝑛+1u ‖

2
2 − ‖𝐞𝑛u‖

2
2) +

𝜖−2

8𝛾
𝜏(‖∇ℎ𝑒𝑛+1𝑝 ‖

2
2 − ‖∇ℎ𝑒𝑛𝑝‖

2
2) +

3𝜖2
32

‖∇ℎ𝛥ℎ𝑒𝑛+1𝜙 ‖

2
2

≤𝐶̃5‖∇ℎ𝑒𝑛+1𝜙 ‖

2
2 + 𝐶̃6‖∇ℎ𝑒𝑛𝜙‖

2
2 + 𝐶̃7‖∇ℎ𝑒𝑛−1𝜙 ‖

2
2 +

𝐶̃2𝜖−2

2𝛾
(3‖𝐞𝑛u‖

2
2 + ‖𝐞𝑛−1u ‖

2
2)

+
2𝐶2

0 𝜖
−2

𝛾𝜈
‖𝜻𝑛1‖

2
2 + 2𝐶2

1 𝜖
−2
‖𝜁𝑛2 ‖

2
2 +

𝜖2

32
‖∇ℎ𝛥ℎ𝑒𝑛−1𝜙 ‖

2
2,

(3.106)

ith 𝐶̃5 = (
4𝛾𝐶2

0
𝜈 + 1

2 )𝐶𝛿𝜖
−2, 𝐶̃6 = 𝐶̃5+

(

6𝜃20 +3( 𝐶̃32𝛾 +2(𝐶∗)2)𝐶2
0

)

𝜖−2, 𝐶̃7 =
(

2𝜃20 +( 𝐶̃32𝛾 +2(𝐶∗)2)𝐶2
0

)

𝜖−2. Notice that the discrete Poincaré
nequality (stated in Proposition 2.1) has been repeatedly applied. Therefore, with sufficiently small 𝜏 and ℎ, an application of
iscrete Gronwall inequality leads to the desired higher order error estimate

‖∇ℎ𝑒𝑛+1𝜙 ‖2 + ‖𝐞𝑛+1u ‖2 + 𝜏‖∇ℎ𝑒𝑛+1𝑝 ‖2 +
( 𝜖2

8
𝜏
𝑛+1
∑

𝑘=1
‖∇ℎ𝛥ℎ𝑒𝑘𝜙‖

2
2

)
1
2 ≤ 𝐶(𝜏3 + ℎ4), (3.107)

ased on the higher order truncation error accuracy, ‖𝜻𝑛1‖2, ‖𝜁
𝑛
2 ‖2 ≤ 𝐶(𝜏3 + ℎ4). As a result, a refined error estimate is obtained.

With the higher order convergence estimate (3.107) in hand, the a-priori assumption in (3.60) is recovered at the next time step
𝑛+1:

‖𝐞𝑛+1u ‖2, ‖∇ℎ𝑒𝑛+1𝜙 ‖2 ≤ 𝐶(𝜏3 + ℎ4) ≤ 𝜏
11
4 + ℎ

15
4 ,

‖∇ℎ𝑒𝑛+1𝑝 ‖2 ≤ 𝐶𝜏−1(𝜏3 + ℎ4) ≤ 𝐶(𝜏2 + ℎ3) ≤ 𝜏
7
4 + ℎ

11
4 ,

(3.108)

rovided that 𝜏 and ℎ are sufficiently small. As a result, an induction analysis could be effectively applied, and the higher order
onvergence analysis is finished.

Meanwhile, the following identity is observed:

𝜙̃𝑛 = 𝑒𝑛𝜙 − (𝜏2𝛷𝜏,1 + ℎ2𝛷ℎ,1), 𝐮̃𝑛 = 𝐞𝑛u − (𝜏2𝐔𝜏,1 + ℎ2𝐔ℎ,1), 𝑝̃𝑛 = 𝑒𝑛𝑝 − (𝜏2𝑃𝜏,1 + ℎ2𝑃ℎ,1), (3.109)

hich comes from a comparison between the error functions defined in (2.45)–(2.46) and (3.45), as well as the expansion (3.1), (3.2)
or the constructed profiles. As a result, the original error estimate (2.47) is a direct consequence of the 𝑂(𝜏3 +ℎ4) estimate (3.107)
or (𝑒𝑛𝜙, 𝐞

𝑛
u, 𝑒

𝑛
𝑝), combined with the numerical error expansion (3.109). This completes the proof of Theorem 2.2.

emark 3.3. The proposed numerical system (2.30)–(2.34) depends on 𝜙𝑛+1 in a highly nonlinear and singular way, because of the
ame nature of the Flory–Huggins free energy. The positivity-preserving property, stated in Theorem 2.1, only ensures the convexity
17

f the nonlinear approximation in the logarithmic parts. Such a rough knowledge enables one to derive a rough error estimate, by
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making use of a higher order consistency analysis. However, it is noticed that the accuracy order in (3.87) is at least half order lower
than the a-priori estimate (3.60), as well as the lower rate of the 𝑊 1,∞

ℎ errors in (3.88)–(3.89), which comes from an application of
he inverse inequality. Of course, the a-priori assumption could not be recovered by the lower accuracy rate in (3.87). Instead, the
eparation properties (3.62), (3.90) are used to derive a much sharper estimate (3.94) for the logarithmic gradient error term, and
his sharper inequality leads to a refined error estimate (3.107), which keeps the higher accuracy order in the consistency analysis.

emark 3.4. The error estimate for the pressure variable has not been reported in (2.47). In fact, based on the higher order
onvergence estimate (3.107), combined with the numerical error expansion (3.109), we are able to derive an optimal rate error
stimate for the pressure variable, in the 𝓁∞(0, 𝑇 ;𝐻1

ℎ) norm, for any 𝑛 ≥ 0:

‖∇ℎ𝑒𝑛𝑝‖2 ≤ 𝐶𝜏−1(𝜏3 + ℎ4) ≤ 𝐶(𝜏2 + ℎ3),

‖∇ℎ(𝑒𝑛𝑝 − 𝑝̃
𝑛)‖2 = ‖∇ℎ(𝜏2𝑃𝜏,1 + ℎ2𝑃ℎ,1)‖2 ≤ 𝐶(𝜏2 + ℎ2), so that

‖∇ℎ𝑝̃𝑛‖2 ≤ ‖∇ℎ𝑒𝑛𝑝‖2 + ‖∇ℎ(𝑒𝑛𝑝 − 𝑝̃
𝑛)‖2 ≤ 𝐶(𝜏2 + ℎ2),

(3.110)

nder the linear refinement requirement 𝐶1ℎ ≤ 𝜏 ≤ 𝐶2ℎ. The 𝐻1 bound of the constructed functions, 𝑃𝜏,1 and 𝑃ℎ,1, has also been
applied in the derivation.

Remark 3.5. The accuracy order and convergence rate of the proposed numerical scheme (2.30)–(2.34) have been demonstrated
by a few numerical experiments in the recent work [27], which validates the convergence and error estimate of this article. In more
details, a few analytic functions are chosen to be the exact solutions:

𝜙𝑒(𝑥, 𝑦, 𝑡) = 0.5 sin(2𝜋𝑥) cos(2𝜋𝑦) cos 𝑡 + 0.1, 𝑝𝑒(𝑥, 𝑦, 𝑡) = sin 𝑡 sin(2𝜋𝑥),

𝑢𝑒(𝑥, 𝑦, 𝑡) = − cos 𝑡 cos(2𝜋𝑥) sin(2𝜋𝑦), 𝑣𝑒(𝑥, 𝑦, 𝑡) = cos 𝑡 sin(2𝜋𝑥) cos(2𝜋𝑦).
(3.111)

In turn, two artificial source terms have to be added to the right hand side of the Navier–Stokes equation (1.2) and the Cahn–Hilliard
equation (1.3), to make these analytic functions satisfy the PDE system. A sequence of spatial mesh and time step sizes are taken,
with ℎ = 2−𝑘, 𝑘 = 4, 5, 6,7, 8, 9, and 𝜏 = ℎ. The final time is set as 𝑇 = 1, and a careful comparison between the exact and the
numerical solutions have indicated the full second order convergence rate for the phase variable, velocity and the pressure. More
details could be found in [27].

Remark 3.6. The linear refinement requirement, 𝐶1ℎ ≤ 𝜏 ≤ 𝐶2ℎ, is imposed in the convergence analysis. In more details, the
requirement 𝜏 ≤ 𝐶2ℎ is used to balance the inverse inequality, as reported in the rough estimates (3.61), (3.88)–(3.89), etc.
Meanwhile, the requirement 𝜏 ≥ 𝐶1ℎ is needed to recover the a-priori assumption (3.60), due to the 𝜏−1 factor for the pressure
variable error estimate in (3.108). On the other hand, this linear refinement is just a theoretical requirement, and such a constraint
is not necessary in the practical numerical implementations.

In fact, if an even higher order asymptotic expansion is performed in space (corresponding to higher than fourth order accuracy
in space), the requirement 𝜏 ≥ 𝐶1ℎ could be reduced to 𝜏 ≥ 𝐶1ℎ𝛽0 , with 𝛽0 > 1. Moreover, the value of 𝛽0 could grow larger, if
the spatial asymptotic expansion order becomes larger. Similarly, if a higher than third order asymptotic expansion is performed
in time, the requirement 𝜏 ≤ 𝐶2ℎ could be reduced to 𝜏 ≤ 𝐶2ℎ𝛼0 , with 0 < 𝛼0 < 1, and the value of 𝛼0 may become smaller if the
temporal asymptotic expansion order becomes larger. Because of these two facts, we conclude that, the convergence analysis would
always be valid for any power scaling law between 𝜏 and ℎ, as long as 𝜏 → 0+, ℎ→ 0+, since an even higher asymptotic expansion
would accomplish this analysis. Of course, a theoretical justification of this conclusion will be a tedious process, although the key
scientific ideas have been reported in this article. The technical details are left to interested readers.

Various numerical experiments in an existing work [27] have also validated this conclusion, in which all the numerical examples,
with different ratios of 𝜏∕ℎ, have created robust simulation results.

4. Concluding remarks

In this paper we have presented an optimal rate convergence analysis and error estimate for a second order accurate in time,
finite difference numerical scheme for the Cahn–Hilliard–Navier–Stokes system, with logarithmic Flory–Huggins energy potential.
A modified Crank–Nicolson approximation is applied to the chemical potential, combined with a nonlinear artificial regularization
term. The numerical scheme has been recently proposed, and the positivity-preserving property of the logarithmic arguments, as well
as the total energy stability analysis, were justified. In this paper, a second order convergence of the proposed numerical scheme,
in both time and space, has been established at a theoretical level. In more details, the 𝓁∞(0, 𝑇 ;𝐻1

ℎ) ∩ 𝓁2(0, 𝑇 ;𝐻3
ℎ) error estimate

for the phase variable and the 𝓁∞(0, 𝑇 ;𝓁2) estimate for the velocity variable, which shares the same regularity as the energy norm,
is performed to pass through the nonlinear analysis for the error terms associated with the coupled physical process. In addition,
a uniform distance between the numerical solution and the singular limit values has to be derived, so that the nonlinear errors
associated with the logarithmic terms could be effectively controlled. To accomplish these goals, a higher order asymptotic expansion
of the numerical solution (up to the third order accuracy in time and fourth order in space) has to be performed, so that an application
of inverse inequality is able to ensure the phase separation property. A rough error estimate is used to establish the maximum norm
bound for the phase variable, so that the phase separation property becomes available for the numerical solution as well. In turn,
a more refined nonlinear error bound could be established, which is helpful to the desired convergence result. In the authors’
knowledge, this is the first work to establish a second order optimal rate convergence estimate for the Cahn–Hilliard–Navier–Stokes
18

system with a singular energy potential.
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ppendix A. Proof of Proposition 3.1

The following term is denoted for simplicity of presentation:

𝐷(𝛹,𝜓) =
ln(1 + 𝛹 ) − ln(1 + 𝜓)

𝛹 − 𝜓
, so that ln(1 + 𝛹 ) − ln(1 + 𝜓) = 𝐷(𝛹,𝜓)𝜓̃ . (A.1)

he intermediate value theorem indicates that 𝐷(𝛹,𝜓) = 1
1+𝜉1

, in which 𝜉1 is between 𝜓 and 𝛹 . Meanwhile, by the separation
roperty (3.48), we see that |𝐷(𝛹,𝜓)| = 1

|1+𝜉1|
≤ 𝛿−1 at a point-wise level. In turn, we arrive at

‖𝐷(𝛹,𝜓)‖∞ ≤ 𝛿−1, so that ‖ ln(1 + 𝛹 ) − ln(1 + 𝜓)‖2 ≤ ‖𝐷(𝛹,𝜓)‖∞ ⋅ ‖𝜓̃‖2 ≤ 𝛿−1‖𝜓̃‖2. (A.2)

sing similar arguments, we are able to derive the other inequalities in (3.49):

‖ ln(1 − 𝛹 ) − ln(1 − 𝜓)‖2 ≤ 𝛿−1‖𝜓̃‖2, ‖ (𝛹 ) − (𝜓)‖2 ≤ 2𝛿−1‖𝜓̃‖2. (A.3)

s a result, (3.49) is proved by taking 𝐶𝛿 = 2𝛿−1.
To obtain a gradient estimate of the nonlinear logarithmic error, we make use of the Taylor expansion for 𝐷(𝛹,𝜓):

𝐷(𝛹,𝜓) = 1
1 + 𝛹+𝜓

2

+
(𝛹 − 𝜓)2

24

( 1
(1 + 𝜂1)3

+ 1
(1 + 𝜂2)3

)

, (A.4)

in which 𝜂1 is between 𝛹 and 𝛹+𝜓
2 , 𝜂2 is between 𝜓 and 𝛹+𝜓

2 , respectively. Meanwhile, because of the separation property (3.48),
we observe that

− 1 + 𝛿 ≤ 𝛹, 𝜓,
𝛹 + 𝜓

2
, 𝜂1, 𝜂2 ≤ 1 − 𝛿, so that

‖

‖

‖

1
1 + 𝛹+𝜓

2

‖

‖

‖∞
≤ 𝛿−1, ‖

‖

‖

1
(1 + 𝜂1)3

‖

‖

‖∞
, ‖‖
‖

1
(1 + 𝜂2)3

‖

‖

‖∞
≤ 𝛿−3, ‖𝐷(𝛹,𝜓)‖∞ ≤ 𝛿−1 + 1,

(A.5)

in which the last inequality comes from the additional condition that ‖𝜓̃‖∞ = ‖𝛹 − 𝜓‖∞ ≤ 𝜏 + ℎ. On the other hand, by taking a
finite difference of the expansion of 𝐷(𝛹,𝜓) in (A.4), a 𝑊 1,∞

ℎ bound could be derived:

‖∇ℎ𝐷(𝛹,𝜓)‖∞ ≤‖‖
‖

1
1 + 𝛹+𝜓

2

‖

‖

‖

2

∞
⋅
1
2
(‖∇ℎ𝛹‖∞ + ‖∇ℎ𝜓‖∞)

+ 1
12

‖𝜓̃‖∞ ⋅ (‖∇ℎ𝛹‖∞ + ‖∇ℎ𝜓‖∞) ⋅
(

‖

‖

‖

1
(1 + 𝜂1)3

‖

‖

‖∞
+ ‖

‖

‖

1
(1 + 𝜂2)3

‖

‖

‖∞

)

+
‖𝜓̃‖2∞
24

(

‖

‖

‖

∇ℎ(
1

(1 + 𝜂1)3
)‖‖
‖∞

+ ‖

‖

‖

∇ℎ(
1

(1 + 𝜂2)3
)‖‖
‖∞

)

≤𝛿−2 ⋅ 1
2
(𝐶∗ + 𝐶̃1) +

𝜏 + ℎ
12

⋅ (𝐶∗ + 𝐶̃1) ⋅ 2𝛿−3 +
(𝜏 + ℎ)2

24
⋅
𝛿−3

ℎ

≤ 𝛿
−2

2
(𝐶∗ + 𝐶̃1) + 1,

(A.6)

provided that 𝜏 and ℎ are sufficiently small. Notice that an inverse inequality has been applied at the second step. Therefore, the
following gradient estimate becomes available for the logarithmic error term:

‖∇ℎ(ln(1 + 𝛹 ) − ln(1 + 𝜓))‖2 = ‖∇ℎ(𝐷(𝛹,𝜓)𝜓̃)‖2
≤‖𝐷(𝛹,𝜓)‖∞ ⋅ ‖∇ℎ𝜓̃‖2 + ‖∇ℎ𝐷(𝛹,𝜓)‖∞ ⋅ ‖𝜓̃‖2

≤(𝛿−1 + 1)‖∇ℎ𝜓̃‖2 + ( 𝛿
−2

2
(𝐶∗ + 𝐶̃1) + 1)‖𝜓̃‖2.

(A.7)

The other logarithmic error term could be analyzed in the same manner. Inequality (3.51) is proved, by taking 𝐶𝛿 = 2max
(

𝛿−1 +

1, 𝛿
−2
(𝐶∗ + 𝐶̃ ) + 1

)

. This finishes the proof of Proposition 3.1.
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Appendix B. Proof of Proposition 3.2

The term 𝐹1+𝛷̆𝑛 (1 + 𝛷̆
𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1) could be decomposed as

𝐹1+𝛷̆𝑛 (1 + 𝛷̆
𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1)

= 𝐹1+𝛷̆𝑛+1 (1 + 𝛷̆
𝑛) − 𝐹1+𝛷̆𝑛+1 (1 + 𝜙

𝑛) + 𝐹1+𝜙𝑛 (1 + 𝛷̆𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1)

= 𝑄(𝛷̆𝑛+1, 𝛷̆𝑛, 𝜙𝑛)𝑒𝑛𝜙 +𝑄(𝜙𝑛, 𝛷̆𝑛+1, 𝜙𝑛+1)𝑒𝑛+1𝜙

= 𝐹 ′
1+𝛷𝑛+1

(𝜉3)𝑒𝑛𝜙 + 𝐹 ′
1+𝜙𝑛 (𝜉4)𝑒

𝑛+1
𝜙 =

𝑒𝑛𝜙
2(1 + 𝜂3)

+
𝑒𝑛+1𝜙

2(1 + 𝜂4)
,

(B.1)

in which 𝑄(𝑎, 𝑥, 𝑦) corresponds to the following difference quotient function:

𝐹1+𝑎(1 + 𝑦) − 𝐹1+𝑎(1 + 𝑥) = 𝑄(𝑎, 𝑦, 𝑥)(𝑦 − 𝑥). (B.2)

Notice that the mean value theorem and Lemma 2.2 have been applied in the derivation, 𝜉3 is between 𝜙𝑛 and 𝛷̆𝑛, 𝜉4 is between
𝜙𝑛+1 and 𝛷̆𝑛+1, 𝜂3 is between 𝜉3 and 𝛷̆𝑛+1, 𝜂4 is between 𝜉4 and 𝜙𝑛. Because of the phase separation property for 𝜙𝑛, as well as for
𝛷̆𝑛 and 𝛷̆𝑛+1, we see that

− 1 + 𝛿 ≤ 𝜂3 ≤ 1 − 𝛿, so that 0 < 1
2(1 + 𝜂3)

≤ 1
2
𝛿−1,

⟨𝑒𝑛+1𝜙 , 𝐹1+𝛷̆𝑛+1 (1 + 𝛷̆
𝑛) − 𝐹1+𝛷̆𝑛+1 (1 + 𝜙

𝑛)⟩𝑐

= ⟨𝑒𝑛+1𝜙 ,
𝑒𝑛𝜙

2(1 + 𝜂3)
⟩𝑐 ≥ −‖‖

‖

1
2(1 + 𝜂3)

‖

‖

‖∞
⋅ ‖𝑒𝑛+1𝜙 ‖2 ⋅ ‖𝑒

𝑛
𝜙‖2 ≥

1
2
𝛿−1‖𝑒𝑛+1𝜙 ‖2 ⋅ ‖𝑒

𝑛
𝜙‖2.

(B.3)

he other nonlinear inner product turns out to be non-negative, due to the positive value of 1 + 𝜂4:

⟨𝑒𝑛+1𝜙 , 𝐹1+𝜙𝑛 (1 + 𝛷̆𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1)⟩𝑐 = ⟨𝑒𝑛+1𝜙 ,
𝑒𝑛+1𝜙

2(1 + 𝜂4)
⟩𝑐 ≥ 0. (B.4)

onsequently, a combination of (B.3) and (B.4) results in the first inequality of (3.52), by taking 𝐶𝛿 = 1
2 𝛿

−1. The other inequality
of (3.52) could be proved in the same manner, and the details are skipped for the sake of brevity.

In addition, the gradient error estimate could be established in a similar fashion as in the proof of Proposition 3.1. With the help
of the separation property for 𝛷̆𝑛+1, 𝛷̆𝑛, 𝜙𝑛+1 and 𝜙𝑛, as well the additional conditions (3.53), the following 𝑊 1,∞

ℎ bounds could be
derived for 𝑄(𝛷̆𝑛+1, 𝛷̆𝑛, 𝜙𝑛) and 𝑄(𝜙𝑛, 𝛷̆𝑛+1, 𝜙𝑛+1):

‖𝑄(𝛷̆𝑛+1, 𝛷̆𝑛, 𝜙𝑛)‖∞, ‖𝑄(𝜙𝑛, 𝛷̆𝑛+1, 𝜙𝑛+1)‖∞ ≤ 1
2
𝛿−1,

‖∇ℎ𝑄(𝛷̆𝑛+1, 𝛷̆𝑛, 𝜙𝑛)‖∞, ‖∇ℎ𝑄(𝜙𝑛, 𝛷̆𝑛+1, 𝜙𝑛+1)‖∞ ≤𝑀𝛿 , only dependent on 𝛿 and 𝐶∗.
(B.5)

Again, the technical details are skipped for the sake of brevity. By the decomposition representation (B.1), we see that

‖∇ℎ(𝐹1+𝛷̆𝑛 (1 + 𝛷̆
𝑛+1) − 𝐹1+𝜙𝑛 (1 + 𝜙𝑛+1))‖2

≤‖∇ℎ(𝑄(𝛷̆𝑛+1, 𝛷̆𝑛, 𝜙𝑛)𝑒𝑛𝜙)‖2 + ‖∇ℎ(𝑄(𝜙𝑛, 𝛷̆𝑛+1, 𝜙𝑛+1)𝑒𝑛+1𝜙 )‖2
≤‖∇ℎ𝑄(𝛷̆𝑛+1, 𝛷̆𝑛, 𝜙𝑛)‖∞ ⋅ ‖𝑒𝑛𝜙‖2 + ‖𝑄(𝛷̆𝑛+1, 𝛷̆𝑛, 𝜙𝑛)‖∞ ⋅ ‖∇ℎ𝑒𝑛𝜙‖2
+ ‖∇ℎ𝑄(𝜙𝑛, 𝛷̆𝑛+1, 𝜙𝑛+1)‖∞ ⋅ ‖𝑒𝑛+1𝜙 ‖2 + ‖𝑄(𝜙𝑛, 𝛷̆𝑛+1, 𝜙𝑛+1)‖∞ ⋅ ‖∇ℎ𝑒𝑛+1𝜙 ‖2

≤1
2
𝛿−1(‖∇ℎ𝑒𝑛𝜙‖2 + ‖∇ℎ𝑒𝑛+1𝜙 ‖2) +𝑀𝛿(‖𝑒𝑛𝜙‖2 + ‖𝑒𝑛+1𝜙 ‖2).

(B.6)

Therefore, the first inequality in (3.54) has been proved, by taking 𝐶𝛿 = max(𝐶0𝑀𝛿 ,
1
2 𝛿

−1). The other inequality in (3.54) could be
stablished in the same style. This finishes the proof of Proposition 3.2.
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