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In this paper we present and analyze finite difference numerical schemes for the Cahn-
Hilliard equation with a logarithmic Flory Huggins energy potential. Both first and second
order accurate temporal algorithms are considered. In the first order scheme, we treat the
nonlinear logarithmic terms and the surface diffusion term implicitly, and update the linear
expansive term and the mobility explicitly. We provide a theoretical justification that this
numerical algorithm has a unique solution, such that the positivity is always preserved
for the logarithmic arguments, i.e., the phase variable is always between —1 and 1, at a
point-wise level. In particular, our analysis reveals a subtle fact: the singular nature of the
logarithmic term around the values of —1 and 1 prevents the numerical solution reaching
these singular values, so that the numerical scheme is always well-defined as long as
the numerical solution stays similarly bounded at the previous time step. Furthermore, an
unconditional energy stability of the numerical scheme is derived, without any restriction
for the time step size. Such an analysis technique can also be applied to a second order
numerical scheme in which the BDF temporal stencil is applied, the expansive term is
updated by a second order Adams-Bashforth explicit extrapolation formula, and an artificial
Douglas-Dupont regularization term is added to ensure the energy dissipativity. The unique
solvability and the positivity-preserving property for the second order scheme are proved
using similar ideas, namely, the singular nature of the logarithmic term plays an essential
role. For both the first and second order accurate schemes, we are able to derive an optimal
rate convergence analysis. The case with a non-constant mobility is analyzed as well. We
also describe a practical and efficient multigrid solver for the proposed numerical schemes,
and present some numerical results, which demonstrate the robustness of the numerical

schemes.
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1. Introduction

The well-known Allen-Cahn (AC) [3] and Cahn-Hilliard (CH) [16] equations are prototypical gradient flows with respect
to a given free energy. We consider a bounded domain  c R¢ (with d =2 or d = 3). For any ¢ € H(), with a point-wise
bound, —1 < ¢ < 1, the energy functional is given by

0 2
E(¢) =/ ((1 +¢)In(1+¢)+ (1 -¢)In(1—-9¢) — 50¢2 + %|V¢|2> dx, (1)
Q

where g, 0y are positive constants associated with the diffuse interface width. See [15,24,30,32]. The AC and CH equations
are weighted L2 (non-conserved) and H~! (conserved) gradient flows of the energy functional (1), respectively,

O = —M(P), (Allen-Cahn) (2)

and

dp=V-(M(@)Vu), (Cahn-Hilliard) (3)

where u is the chemical potential

1 :=384E =In(1 4+ ¢) — In(1 — §) — o — £*Ag, (4)

and M(¢) > 0 is the mobility function. In a related example, Cahn et al. [15] have studied the Cahn-Hilliard equation with
the fully degenerate mobility, M (¢) = (1 — ¢)(1 + ¢), and have shown asymptotic convergence to a geometric model for
motion by the surface Laplacian of mean curvature. In this article we focus on the more challenging Cahn-Hilliard model;
the extensions to the Allen-Cahn part is straightforward, and we present a simple case in Appendix A.

For simplicity of presentation, we suppose €2 is a cuboid and consider periodic boundary conditions. The case with
homogeneous Neumann boundary conditions can be analyzed in a manner similar to that used here. Due to the gradient
structure of (3), the following energy dissipation laws formally hold:

d
HEOO = [ M@Vulix<o. )
Q

The free energy with the logarithmic potential is often considered to be more physically realistic than that with a
polynomial free energy, because the former can be derived from regular or ideal solution theories [30]. However, one
well-known difficulty for the analysis of these models with logarithmic Flory Huggins energy potential - as it is called in
the polymer science community [30] - is associated with the singularity as the phase variable approaches —1 or 1. PDE
solutions are expected to satisfy a positivity property, specifically,

0<1—¢ and 0<1+¢. (6)

In other words, the phase variable remains in the interval (—1,1), in a point-wise sense [32]. However, it is a major
challenge to create numerical schemes that mimic this property. To avoid such a subtle challenge, many efforts have been
devoted to a polynomial approximation:

1 5 2 & 2
E(d’):f(z@i’ -1 +7|V¢| >dX, (7)
Q

which leads to the nonlinear, but non-singular, chemical potential

w=84E=¢>—¢—e’A¢. (8)

This model has a similar double-well structure as in the case (1) and (4), but avoids the singularities as the phase variable
approaches —1 or 1. Meanwhile, the PDE solution may go beyond the given interval of (—1, 1). There have been extensive
numerical works for the Cahn-Hilliard equation with the polynomial approximation (7), (8); see the related references [23,
31,33,37,43,49,50,65], etc.

In this article we study the Cahn-Hilliard model with logarithmic Flory Huggins energy potential (1). At the PDE level,
the positivity property (for both logarithmic arguments, 1+ ¢ and 1 — ¢) has been established in [2,26,32,55]. Moreover, in
the 1-D and 2-D cases, the phase separation has also been justified at a theoretical level, i.e., a uniform distance between
the phase variable and the singular limit values (—1 and 1) have been derived, dependent on &, 6y and the initial data. The
analysis for the degenerate mobility case could be found in [8,32]. In addition, an improved analysis for the 2-D equation
has been reported in a more recent work [38]; also see the related references [22,54]. An extension to the Cahn-Hilliard
model coupled with fluid flow is also discussed in [1,39].
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At the level of numerical scheme design, the positivity preserving property is very challenging, due to the particularities
of the spatial and temporal discretizations involved. There have been extensive numerical works for the CH model with
Flory Huggins energy potential [35,47,48,51,52,56-58,67], while a theoretical justification to assure the positivity of 1+ ¢
and 1 — ¢ has not been available (so that the numerical scheme is unconditionally well-defined). Among the existing
literature, it is worth mentioning the numerical analysis to theoretically justify this issue in [24]. The authors analyzed the
implicit Euler scheme applied to the CH equation (3), (4), combined with the finite element approximation in space. In more
details, the following result was proved: Under the condition that At < %2, and the initial data satisfy I%I ‘fg Po(X) dx‘ <1-346,

lpolloo < 1, then there is a unique numerical solution for the fully implicit Eu[;er scheme, satisfying ||¢"||o < 1. An extension to the
multi-component Cahn-Hilliard flow has also been reported in [12].

Meanwhile, it is observed that, an energy stability property is not unconditionally available for the scheme studied
in [24], due to the implicit treatment of the concave diffusion term. Further, the time step constraint, At < 49%2, could make

the numerical implementation challenging for small ¢ and large 6p. In this article, we propose and analyzoe an alternate
numerical scheme, in which the implicit treatment for the concave diffusion term is replaced by an explicit one, combined
with centered difference discretization in space. Again, the implicit treatment for the nonlinear logarithmic term requires
a theoretical justification for the positivity of both 1+ ¢ and 1 — ¢, so that the numerical scheme is well-defined at a
point-wise level. Instead of reconstructing an alternate energy functional to avoid the singularity for ¢ at —1 and 1, as
reported in [12,24], we use a new technique to theoretically justify the positivity of the numerical solution. First, the fully
discrete numerical scheme corresponds to a minimization of a discrete energy function. And also, such an energy functional
is strictly convex, as long as the phase variable stays within (—1, 1) at a point-wise level. Subsequently, to avoid a circular
“chicken-and-the-egg” argument, we take a closed domain for the numerical solution variables, in which the limit bound
values of —1 and 1 are not reachable. In turn, the continuous energy function has to have a global minimum over this closed
domain. Moreover, we make use of the following subtle fact: the singular nature of the logarithmic function prevents such a
global minimum from being obtained at a boundary point (in terms of numerical solution variable domain), as long as the
numerical solution stays bounded at the previous time step. As a result, since the global minimum could only possibly occur
at an interior point in the numerical solution variable domain, we conclude that the numerical scheme has to be satisfied,
so that the existence of the numerical solution is proved. In addition, due to the convex nature of the energy function, the
uniqueness of the numerical solution becomes a direct consequence. As a further consequence, we observe that: as long
as the numerical solution stays bounded at the previous time step, i.e., within [—M, M] (M > 0), not necessarily (—1, 1),
and its average stays between —1 and 1, there must exist a unique numerical solution which stays within (-1, 1) at the
next time step. This leads to an interesting difference between the present results and those in [24], where the requirement
for the initial data, namely, |¢olcc < 1, has to be imposed for the analysis to go through. On the other hand, the latter
constraint is completely natural. Another new feature of the numerical analysis in this article is the theoretical justification
of the energy stability. As a result of the unconditional energy stability, a uniform in time H,ll bound for the numerical
solution could be derived. In addition, a detailed convergence analysis of the proposed numerical scheme could be derived,
which gives an optimal rate error estimate in the £°°(0, T; Hh_l) N £2(0, T; H,]l) norm. A key point in the analysis lies in
the following subtle fact: since the nonlinear logarithmic term corresponds to a convex energy, the corresponding nonlinear
error inner product is always non-negative. And also, the error estimate associated with the surface diffusion term indicates
an ¢2(0, T; H,}) convergence. Because of the explicit treatment for the expansive term, this convergence estimate does not
require the time step constraint, in comparison with the existing results [4,5,9,12,24].

On the other hand, all these positivity-preserving schemes are only first order accurate in time, which is not satisfactory
in the practical computations. In turn, a higher order accurate in time, positivity-preserving numerical scheme is highly
desired. In this article, we propose and analyze a second order accurate scheme for the CH model with Flory Huggins
energy potential (1), with unique solvability, positivity-preserving property and energy stability established. In more details,
we apply the implicit backward differentiation formula (BDF) concept to derive second order temporal accuracy, while the
expansive term is treated by a second order explicit extrapolation formula. An additional term AAtA,(¢*T! — ¢¥) is added,
which represents a second order Douglas-Dupont-type regularization, and a careful calculation shows that energy stability is
guaranteed, provided the mild condition A > ]1—6 is enforced. Moreover, the singular nature of the logarithmic term enables
us to theoretically derive the positivity-preserving property of this second order numerical scheme, which is the first such
result in this area. And also, an H, 1 inner product with the numerical error function leads to an optimal rate error estimate
in the £°°(0, T; Hh_l) Ne20, T; H;) norm, with second order accuracy in both time and space.

The rest of the article is organized as follows. In Section 2 we propose the first order numerical scheme and state the
corresponding theoretical results. The detailed proof for the positivity-preserving property of the numerical solution is pro-
vided in Section 3. Subsequently, the energy stability analysis is established in Section 4, and the optimal rate convergence
analysis is presented in Section 5. The second order BDF scheme is outlined and analyzed in Section 6. Some numerical
results are presented in Section 7, including a brief description of the 3-D multigrid solver. Finally, the concluding remarks
are given in Section 8.
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2. The first order numerical scheme

In the spatial discretization, the centered finite difference approximation is applied. We recall some of the basics of this
methodology.

2.1. Discretization of space

We use the notation and results for some discrete functions and operators from [44,63,64]. Let = (0, Ly) x (0, Ly) x
(0, L,), where for simplicity, we assume Ly =Ly, =L, =:L > 0. Let N € N be given, and define the grid spacing h := % We
will assume - but only for simplicity of notation, ultimately - that the mesh spacing in the x, y, and z-directions are the
same. We define the following two uniform, infinite grids with grid spacing h > 0:

E:={pinplicZ}, C:={piliel},

where p; = p(i) := (i — 1/2) - h. Consider the following 3-D discrete N3-periodic function spaces:
Cper :=={V:C x Cx C— R | Vi jk=Vitan,j+pNktyN, Vi, j ko, B,y € Z},
Eeri=[VIEXCx Co R vyt =iy ian jepniepn: Vi ik By €2},

Here we are using the identification v; j x = v(pi, pj, Pk), et cetera. The spaces Sé’er and Séer are analogously defined. The

functions of Cper are called cell centered functions. The functions of &5, Eper, and Eger» are called east-west, north-south, and

up-down face-centered functions, respectively. We also define the mean zero space

h &
Cper =3V e Cper 0=v:= ﬁ E Vi’j’k
i,j,k=1
S ._ ox y z
We define Eper := Efer X Eper X Eer-

We now introduce the important difference and average operators on the spaces:
1
Awvivip k=5 (Vier ik T Vijk) s Davisvajki= g (Vi jo = Vijik)

1
2
1 1
AyVijripk = 5 (Vi,j+1,k + Vi,j,k) s Dyvijripr:= h (Vi,j+1,k - Vi,j,k) )
1 1
2

AzVi ik == (Vijks1 +Vijk).  Dzvijkgr = P (Vi jk+1 — Vijk)
with Ay, Dy : Cper = Eerr Ay, Dy : Cper — Exers Az, Dz : Cper — EZ. Likewise,

1 1

axVij = 5 (Vi ik Vieya i) s dovijieci= o (Vi e = Viera, k)
1 1

ayvi jie =5 (VijeyakFVijopk) s dyvijri= g (Vijak = Vijoyk)
1 1

azVijk = 3 ( i,jk+1/2 + Vi,j,k—l/z) o AV k= h (Vi,j,k+1/z - Vi,j,k—l/z) )

with ay, dy: 5[’)‘er — Cper, Qy, dy :Eger — Cper, and a, d; : Sser — Cper- The discrete gradient Vj, : Cper — gper is defined via

VinVi,jk = (DxVitia, ks DyVi, j41/2.k D2Vij k1) »

and the discrete divergence Vj-: fper — Cper is defined via
Vi fijk= A ff i+ dy S+ dzfE g
where f =% fY, fHe fper. The standard 3-D discrete Laplacian, Ap : Cper = Cper, is given by
ApVijk i =Vh - (V@) jk = dx(DxV)i jk +dy(Dyv)ijk +dz(Dzv)ijk
= h]_z (Vi+1,j.,k +Vi—1,jk + Vi jr1k T Vij—1k + Vijk+1 + Vijk—1— 6v,-7j,k) .

More generally, if D is a periodic scalar function that is defined at all of the face center points and f € g’per, then D? € gper,
assuming point-wise multiplication, and we may define
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Vi (Df)i,j,k = dx (Dfx)i,j,k +dy (ny)i,j,k +d; (sz)i,j,k .
Specifically, if v € Cper, then Vi, - (DVy, ) : Cper — Cper is defined point-wise via
Vi - (DVyv)

=dx (DDyv); jx +dy (DPDyv), ., +dz (DDzV); j .

i,j.k i,j.k

Now we are ready to define the following grid inner products:

N
(v, &)g:=h Y Vijrbije V. E€Cher [V, Eli=(ax(VE), g, v, &€,
i,jk=1

[V,S]y = <ay(‘)§)sl>9, v, ";:eggen [V’S]Z = <al(v$)71>ﬂ’ v, S egl;z)er'
[P o] = B+ B+ U 5B, Fi= R gD e eri=1.2.

We define the following norms for cell-centered functions. If v € Cper, then ||v|\§ = (v, V)q: ||v||§ = <|v|P, 1)9, for 1 <
p <00, and ||Vl 1= maXi<;j j k<N ]vi,j,k|. We define norms of the gradient as follows: for v € Cper,

IVaVI3 == [Viv, Yavlg = [Dxv, Dxv]y + [Dyv, Dyv], +[Dzv, Dzv],,

and, more generally, for 1 < p < oo,

1
VAl = ([|va|p, 1]+ [IDyvI?. 1], + 1DV, 1]2)" . (9)

Higher order norms can be defined. For example,

2 . 2 2 2 . 2 2
Vi = vliz +1Veviz. vl = 1vig: + 1Aavl3 .

Lemma 2.1. Let D be an arbitrary periodic, scalar function defined on all of the face center points. For any ¥, v € Cper and any f € 5per,
the following summation by parts formulas are valid:

(.90 F) == [Vav T 0 Vi ©OViv)ig = = [Viw. DVivlg. (10)

To facilitate the convergence analysis, we need to introduce a discrete analogue of the space H;E]r (), as outlined in [62].
Suppose that D is a positive, periodic scalar function defined at all of the face center points. For any ¢ € Cper, there exists
a unique ¥ € Cper that solves

LDW) = =Vy- (DY) =¢ — 4, (1)
where, recall, ¢ := Q|71 (¢, 1). We equip this space with a bilinear form: for any ¢1, ¢, € éper, define

(b1, 82) o1 =DV, Viv2la . (12)
where ¢; € (fper is the unique solution to

LpWi) :=—Vp-(DVpyi) =¢i, i=1,2. (13)

The following identity [62] is easy to prove via summation-by-parts:

($1.62) 01 = (01 £5 @2))_ =(£5'@1). 92)_. (14)

D Q Q
and since Lp is symmetric positive definite, ( - , - )551 is an inner product on (fper [62]. When D =1, we drop the subscript
and write £1 = £, and in this case we usually write ( -, - )cg =:(-, - )_1.p- In the general setting, the norm associated

to this inner product is denoted ||¢||£731 = /(¢,¢)£51, for all ¢ € (fper, but, if D=1, we write || - ”c;; = ll-1p-
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2.2. The first order numerical scheme and the main theoretical results

We follow the idea of convexity splitting and consider the following semi-implicit, fully discrete schemes: given ¢" € Cper,
find ¢"*!, w1 € Cper, such that

¢n+l _ ¢n .
= Vi MV, (15)
At
where
Mn-ﬁ-l — ln(l +¢n+1) _ ln(l _ ¢n+1) _ eo(pn _ EzAh¢n+]. (16)

In more details, we require that M" is defined at all of the face center points, which is accomplished via

M?—i-l/l.,]',k = M(AX¢F+1/2,1J<)’ M?,Hl/z,k = M(Ay¢>,”,]-+1/2,k),

ek ; (17)
MG j iy = M(Az9; j 115)-

Of course, a point-wise bound for the grid function ¢"*!, namely, —1 < qbl"ﬂ < 1, is needed so that the numerical

scheme is well-defined. The main theoretical result is stated below, which guarantees that there exist unique numerical
solutions for (15), so that the given bound is satisfied. In the first part, we assume that M(¢) = 1; the non-constant
mobility case will be analyzed in a later section.

Theorem 2.1. Assume that M(¢) = 1. Given ¢" € Cper, with ||¢"|| < M, for some M > 0, and |¢"| < 1, there exists a unique
solution g™+ € Cper to (15), with ¢"+1 — ¢ € Cper and "1 < 1.

3. Theoretical justification of the positivity-preserving properties
3.1. Proof of Theorem 2.1

If solutions to the Cahn-Hilliard scheme (15) exist, it is clear that, for any n € N,
bo =12 (¢°, 1)9 =1 ¢! 1)g =" =17 (¢". 1), = bn.

with |¢,| < 1. Thus we expect (¢" — ¢q, 1)q = 0. For the proof of Theorem 2.1, we need the following technical lemma:

Lemma 3.1. Suppose that ¢1, ¢ € Cper, With ($p1 — ¢2, 1)q =0, that is, ¢p1 — ¢ € C"per, and assume that ||¢1lle < 1, l92]leo < M.
Then, we have the following estimate:

|27 @1 — )|, <Cu. (18)
where Cq > 0 depends only upon M and 2. In particular, Cy is independent of the mesh spacing h.

Proof. Define v :=¢1 — ¢ € éper. Thus || |loo < M + 1. This fact implies that

11y = g1 — ¢2ll, < (M +1)|2|"/2, (19)

Meanwhile, we denote v =L~1(y) € éper, so that £(v) = ¢ with v = 0. Suppose that N is odd, for simplicity, and N =
2K 4 1. (The even case is handled in a very similar manner.) Since v € Cpe, it has the discrete Fourier representation of the
form

K
sN 2i(€pi+mp j+n L
Vijk= Z V) ne (Epitmpj+npi)/L (20)
¢,mn=—K
where p; = (i —1/2) - h and Oﬁm . are the discrete Fourier coefficients given by the discrete Fourier transform (DFT):
h3 K
SN —2mwi(epj+mp j+npy)/L
Vi,j,k = L3 Z Ve¢,mn€ i J k .
L,mn=—K

Since v € éper, 178’,0 o = 0. We define the Fourier interpolant of the grid function v as
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K
VX, y,2) = Z VY eyl -y y zeR, (21)

¢,mn=—K

and observe that v e CSS

per(§2). Parseval's identity (at both the discrete and continuous levels) implies that

K
WIE=L Y 19 mal® = V72, - (22)

£,mn=—K
For the comparison between the discrete and continuous Laplacians, we start with the following Fourier expansions:

Vigt,jk — 2Vijk+ Vi1, jk

Aﬁvi,jyk = h2
K
— Z MZGQJ’mme2r[i(£x,-+myj+nzk)/L’ (23)
¢mn=—K
K '
83v(x, V,2) = Z W{/Zm,nEan(Zx-&-my-&-nz)/L’ (24)
¢mn=—K
with
4sin® 20 40272
e = Tz Ve = T2 (25)
In turn, an application of Parseval’s identity yields
, K
”A)};V||2:L3 Z |[,Le|2|\’>l£{m’n|2, (26)
,mn=—K
) K
o), =1 > Pl (27)
L,mn=—K
The comparison of Fourier eigenvalues shows that
4
vl =lmel <fvel, for —K<t<K. (28)
This indicates that
4 2 X 2
27 1%V 2 < ”AthZ <|logv 2 (29)
Similar estimates can be derived to reveal that
4
;IIAVIILz < lApviz = 1Y ll2 < 1AV];2, (30)
which in turn yields that ||Av];2 < w.
Meanwhile, the following identity is obvious:
/vdx:O, since ¢ o=0. (31)
Q
Subsequently, an application of elliptic regularity implies that
IVllgz < C /vdx +llAvll2 | <CoM +1)IQIV2, (32)

Q
for some constant Cp > O that only depends upon 2. Since the grid function v is the projection of the smooth function v
into the cell-centered grid, the following discrete £°° bound is clear:
IVlloo < IVllze < ClIvllg2 < Co(M + DRI, (33)

in which the 3-D Sobolev embedding has been used in the second step. The proof of Lemma 3.1 is completed by taking
C1:=CoM+1)|Q|V2. O
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Now we proceed into the proof of Theorem 2.1.

Proof. The numerical solution of (15) is a minimizer of the following discrete energy functional:

1 2
Taplo—¢" |25+ (146,01 +@)g + (1—¢.In(1 — $))g + %nwn% —6o(¢. 9", . (34)

over the admissible set

T @)=

Api={¢ €Cper | 16l <1, (6 — B0, 1) =0} C RV

Observe that 7" is a strictly convex function over this domain.
To facilitate the analysis below, we transform the minimization problem into an equivalent one. Consider the functional

FH @) =T (@ + ) (35)

1 b, - —
= m ”§0 +¢O - ¢n||2—1,h +<1 +¢ +¢0, ]n(] +o +¢0))Q
2
=g =o 0 =0 = Golo + 5 1%l ~ ol + 0.8, (36)

defined on the set
o o — — 3
Ap={p€Cper | —14+¢o <9 <1—¢o} CRV".

If ¢ € A, minimizes F", then ¢ := @ + ¢o € A, minimizes J", and vice versa. Next, we prove that there exists a minimizer
of 7" over the domain Ap. Similar to our previous arguments, we consider the following closed domain: for § € (0, 1/2),

o o p— — 3
Ans:={peCper |8 —1—Pg<p<1-8—o} cRV". (37)

Since Ah,,; is a bounded, compact, and convex set in the subspace Cper, there exists a (not necessarily unique) minimizer
of F" over Ah,,g. The key point of the positivity analysis is that such a minimizer could not occur on the boundary of Ah,s.
if 8 is sufficiently small. To be more explicit, by the boundary of Aj s, we mean the locus of points ¥ € Ah,g such that
|¥ + ol ., =1 — 8, precisely.

To get a contradiction, suppose that the minimizer of F", call it ¢* occurs at a boundary point of Ah,(g. There is at least
one grid point &g = (i, jo, ko) such that |g0(§0 + ¢ol =1 — 6. First, let us assume, that goéo +¢o =238 —1, so that the grid
function ¢* has a global minimum at &o. Suppose that & = (i, j1,k7) is a grid point at which ¢* achieves its maximum.
By the fact that ¢* =0, it is obvious that

1-38=¢g + o= do.

Since F" is smooth over Ah,(;. for all ¢ € éper, the directional derivative is
45" (" + 5950 = {In(1 4+ " + $o) = In(1 = 0" = Go). ¥} — (608" + > A" ¥)
AT (0~ 9"+ o) ¥g
This time, let us pick the direction ¥ € Cper, such that

Vi jk = 6i,ig0j, joOk.kg — 8i,i1 8, j1 Sk ky -

Then the derivative may be expressed as

1 * * N * - * N * -
h—3ds]-'”((p +sY)ls=0 = In(1 + ¢z +¢o) —In(1 — ¢z — o) —In(1 + ¢z +¢o) +In(1 — ¢z —¢o)
n n 2 * * 1 -1, * n -
—bo(¢g, — b5,) — &°(Angg, — Mgz ) + A—t(—Ah) (@ —¢" +doag
1 _
— A AT @ = 9" + b0, (38)
t
For simplicity, now let us write ¢* := @* + @,. Since ¢5 =—1+38and ¢% > ¢o, we have

_mitde (39)
2-5 " 1-¢,

In(1+¢%)—In(1-¢5 ) —In(1+¢;)+In(1-¢;) <In
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Since ¢* takes a minimum at the grid point &g, with ¢‘§0 =-146=< d);fj_k, for any (i, j, k), and a maximum at the grid
point a1, with ¢§1 > (bi*,j,k‘ for any (i, j, k),

Angl, 2 0. Angl, <0. (40)
For the numerical solution ¢" at the previous time step, the a priori assumption |¢" | <M indicates that

n n

—2M < ¢} — ¢, <2M. (41)
For the last two terms appearing in (38), we apply Lemma 3.1 and obtain

—2C1 < (=A@ = Ma, — (—An) (" — 9", =2C1. (42)
Consequently, a substitution of (39) - (42) into (38) yields the following bound on the directional derivative:

1 1+ o

—In—=2 4+ 2M6y + 2C1 At L. (43)

d T * . <1
sF (@ +51/f)|s_0_n2_8 1— %,

h3
We denote C; = 2M6y+2C1 At~ 1. Note that C; is a constant for a fixed At, though it becomes singular as At — 0. However,
for any fixed At, we may choose § € (0, 1/2) sufficiently small so that
8 1+ ¢

—In — 4+ Cy <0. 44
53 =g, (44)

This in turn shows that, provided § satisfies (44),
1
h3
As before, this contradicts the assumption that 7" has a minimum at ¢*, since the directional derivative is negative in a
direction pointing into the interior of Ahqg.

Using very similar arguments, we can also prove that the global minimum of 7™ over Ah,(; could not occur at a boundary
point ¢* such that ¢ + ¢ =1-38, for some G, so that the grid function ¢* has a global maximum at &o. The details are
left to interested readers.

A combination of these two facts shows that, the global minimum of F™ over Ay 5 could only possibly occur at interior
point ¢ € (Ahytg)o C (Ap)°. We conclude that there must be a solution ¢ = ¢ + ¢o € Ay that minimizes J" over A, which
is equivalent to the numerical solution of (15), (16). The existence of the numerical solution is established.

In addition, since 7" is a strictly convex function over Ap, the uniqueness analysis for this numerical solution is straight-
forward. The proof of Theorem 2.1 is complete. O

In

ds F' (@™ +5Y)]s=0 < 0. (45)

Remark 3.1. The positivity-preserving analysis is based on a key fact that the singular nature of the logarithmic term around
the values of —1 and 1 prevents the numerical solution reaching these singular values. As a result, the point-wise positivity
for the logarithmic arguments could be derived as long as the numerical solution at the previous time step stays bounded
between —M and M (even if M > 1), and the initial average stays between —1 and 1. This is a modest improvement to the
results in [24], in which the authors constructed a cut-off energy functional to avoid the singularity.

Remark 3.2. For the 3-D Allen-Cahn flow (2), a uniform separation bound could be derived, following a maximum principle
type argument. However, for the Cahn-Hilliard flow, such a uniform bound is not available for the corresponding numerical
solution (15), (16) any more, since the maximum principle could not be directly applied to an H~! gradient flow. In addition,
the mass conservation constraint has made the corresponding analysis more involved.

Remark 3.3. For the Cahn-Hilliard flow, lack of maximum principle has been an essential mathematical challenge. To over-
come this difficulty, we have to obtain the point-wise bound for the linear chemical potential part. With the help of the a
priori £°° bound of the numerical solution we are investigating, an O (At™!) estimate is derived for such a bound, which is
contained in the form of C,. Such a bound is a fixed constant for a fixed At, while it becomes singular as At — 0.

Another key idea of this analysis should also be mentioned: although the nonlinear term contains a singular limit as ¢
approaches either —1 or 1, the convexity of this nonlinear potential has greatly aided in the positivity analysis.

Remark 3.4. In addition to the positivity-preserving property, the semi-implicit nature of our proposed scheme: implicit
treatment for the logarithmic terms and the surface diffusion term, combined with an explicit treatment for the linear
stretching/expansive term, ensures the unique solvability. In comparison, for the fully implicit scheme analyzed in [24], the
unique solvability is only available under a time step constraint: At < %2. In fact, the existence of the positivity-preserving
numerical solution could also be established for the fully implicit Eul%r scheme, using the same idea presented in this
section. Only the uniqueness analysis of the numerical solution requires such a time step constraint.
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Remark 3.5. For simplicity of presentation, we only analyze the finite difference scheme over a rectangular domain in this
article. The idea of this positivity analysis could be similarly extended to the finite element and pseudo-spectral spatial
approximations, as well as the case of a general domain. Some technical difficulties, such as the projection of the nonlinear
term (instead of the point-wise value in finite difference method), are expected to be overcome in an appropriate manner.
The details may be considered in the future works.

3.2. The positivity preserving property in the non-constant mobility case
In this subsection we look at the numerical scheme (15), (16) with a nonconstant mobility, but with the strict positivity

assumption that M (x) > Mg > 0, for all x € [—1, 1]. The positivity-preserving property of this numerical scheme is stated
below. The details of the proof are provided in Appendix B.

Theorem 3.1. Assume that M(x) > Mg > 0, for all x € [—1, 1]. Given ¢" € Cper, with |[¢"| < M, for some M > 0, and |¢"| < 1,
there exists a unique solution ¢"*1 € Cper to (15), with ¢"+1 — ¢ € Cper and |[p™ 1| < 1.

4. Unconditional energy stability and uniform in time H ,11 bound

The discrete energy is defined as

2
& 6o
En(@) = (1+¢,In(1+§))q + (1= ¢,In(1 = §))q + — [Vad 3 — 5 913 (46)
For the numerical scheme for the Cahn-Hilliard equation (15), (16), the existence and unique solvability (so that the numer-

ical solution stays within (—1,1) at a point-wise level) have been established in Theorem 3.1. Because the scheme uses a
convex-concave decomposition, it is unconditionally energy stability. This result is stated in the following theorem.

Theorem 4.1. For simplicity, suppose that N = 2K 4 1, and let Py : Cper(§2) — Bk (2) denote the Fourier projection operator, where
By is space of Q-periodic (complex) trigonometric polynomials of degree up to and including K. By Py, : Cper(2) — Cper denote the
canonical grid projection operator. Suppose that $° := Pj,(Py ®), where ® € Cger(Q) and ||®||; < 1. Then (&, 1)2 = (d)o, ])Q, and,
forany At >0,h >0,andm e N,

En(@™) + [ M"Y, Vo | < En@™ ), (47)
so that Ep(¢™) < Ep(¢°) < Cg, with Cg > 0 independent of h. Therefore, since —%0 |2 + % ||Vh¢m||§ < Ep(¢™), we have

| V™|, < v/2Cs +60|Qe ™ =:C7, ¥meN. (48)
Proof. Taking an inner product with (15) by ™! yields

("1 _¢n7Mn+1)Q+I:anhMrHl,thn-&-]:IQ:Q (49)

On the other hand, the convexity of the energy terms (1 + ¢, In(1 + ¢)), (1 — ¢, In(1 — ¢)) and ||Vh¢||§, as well as the
concave property of —||¢||§, imply that

(@ — 9", In(1 + ") —In(1 — 9" 1))q
> (1+¢™1, In(1+¢"™) + (1 - 9", In(1 — 9" ))g

— (144" In(1+¢M)a — (1—¢". In(1 — ¢"))q, oY
1
@1 —¢" —And" Do = S(IVhg" 15 — Vg™ I2), ey
1
(@ — ", —pMg > —5(||¢"“ 15— 1¢™113)- 52

In turn, a substitution of (50)-(52) into (49) leads to (47) (with m =n + 1), so that the unconditional energy stability is
proved.

In addition, the discrete H! estimate (48) comes from a direct energy inequality, —%"lQ\ + % ||Vh¢m||% < Ep(¢™), for any
m > 0. This completes the proof of Theorem 4.1. O
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Remark 4.1. The unconditional energy stability of the proposed scheme (15), (16) follows from the convex-concave decom-
position of the energy, an idea popularized in Eyre’s work [34]. The method has been applied to the phase field crystal
(PFC) equation and the modified version [62,64]; epitaxial thin film growth models [17,61]; non-local gradient model [42];
the Cahn-Hilliard model coupled with fluid flow [18,27,36,53,63]; et cetera. Second order accurate energy stable schemes
have also been reported in recent years, based on either a secant/Crank-Nicolson or BDF approach. See, for example,
[10,11,19-21,29,28,44-46,59,41,66]. In particular, for the multi-component Cahn-Hilliard model, the related works could
also be found in [6,7].

Remark 4.2. For the CH model with Flory Huggins energy potential, there have been some works to address the energy
stability in the existing literature [47,51,52,57,67]. However, the positivity-preserving property has not been theoretically
justified for these numerical works, so that the existence of the numerical solutions in these works is not available at a
theoretical level.

5. Optimal rate convergence analysis in £°(0, T; H-1) n ¢2(0, T; HY)

For simplicity of presentation, we assume M =1 in this section; the convergence analysis for the non-constant mobility
case will be considered in future works.

Let @ be the exact solution for the Cahn-Hilliard flow (3) - (4). With initial data with sufficient regularity, we could
assume that the exact solution has regularity of class R:

® e Ri=H? (0, T; Cper () N H' (0, T: Cger(Q)) nL>® (o, T; Cger(Q)) . (53)

Define ®n(-,t) := Py®(-,t), the (spatial) Fourier projection of the exact solution into BX, the space of trigonometric
polynomials of degree to and including K. The following projection approximation is standard: if ® € L*°(0, T; ngr(Q)),

”q)N — (D“LOO(O,T;Hk) < Cheik ”(b”Lf’o(O,T;H[) , vo < k < l. (54)

By @7, ®™ we denote ®y(-,tm) and ®(-,ty), respectively, with T, = m - At. Since &y € BX, the mass conservative
property is available at the discrete level:

— 1 1 e
7\11=@/‘DN(wfm)dx:@/<I>N(-,tm_1)dx=<1>',(}‘l, vmeN. (55)
Q Q

On the other hand, the solution of (15), (16) is also mass conservative at the discrete level:

M =¢m1 VmeN. (56)
As indicated before, we use the mass conservative projection for the initial data: ¢° = P, ®n(-,t = 0), that is

¢ 1= PN(Di, Dj, Dot =0), (57)
The error grid function is defined as

P :=Pr®N — ™, Yme{0,1,2,3,---}. (58)

Therefore, it follows that 437'” =0, forany me {0,1,2,3, .-}, so that the discrete norm || - ||_; ; is well defined for the error
grid function.

Theorem 5.1. Given initial data ®(-,t =0) € Cger(Q), suppose the exact solution for Cahn-Hilliard equation (3)-(4) is of regularity
class R. Then, provided At and h are sufficiently small, for all positive integers n, such that t, < T, we have

n 1/2
1™ | 1.0 + <82At > ||vh¢3'”||%) <C(At+h?), (59)

m=1

where C > 0 is independent of n, At, and h.

Proof. A careful consistency analysis indicates the following truncation error estimate:
n+1 n
Py — Py

At

with ||[T"]|_1p < C(At + h?). Observe that in equation (60), and from this point forward, we drop the operator P, which
should appear in front of &y, for simplicity.

= Ay (ln(l + M) —In(1 — O — goal, — £2A, q>’;,+1) o (60)
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Subtracting the numerical scheme (15) from (60) gives

q{;n+l _ q[;n

= Ah((ln(l + L) —In(1 +¢™)) — (n(1 — L) — In(1 — ¢"*1)) — Gop" — 82Ahq3"+1> + 1"

(61)

Since the numerical error function has zero-mean, we see that (—Ap)~'¢™ is well-defined, for any k > 0. Taking a
discrete inner product with (61) by 2(—Ap) "1™+ yields

1" 12— 19712+ 1974 = @12, — 262 A0 (§", Ang™ )

+ 286 (In(1+ O — In(1 + 9"+, ¢"1)

— 2At<ln(1 — <I>';V+1) —In(1 — ¢"t1), d;n+1>9

=260A¢(¢", ")+ 248(", ") 1. (62)
The estimate for the term associated with the surface diffusion is straightforward:
—(@", Apd™ o = Va3 (63)

For the nonlinear inner product, the fact that —1 < ¢™*! <1, —1 < ®"*! <1 (at a point-wise level) yields the following
result:

(In(1+ @} —In(1 +¢™1),¢™1) =0, (64)
_ <lr1(1 — o) —In(1 — g™, ¢3“+1>Q >0, (65)

due to the fact that In is an increasing function. In other words, the convexity of the nonlinear term plays an essential role
in this analysis. For the inner product associated with the concave part, the following estimate is derived:

260 (9", ") <200118" 1.0 Vh" 2 < 63621912 + 62 Vg™ 3. (66)
The term associated with the truncation error can be controlled in a standard way:

2" ") < 20T - 1™ —an S NI+ 1T (67)
Using estimates (63) - (67) in (62) yields

™12y — 19" + 2 AL VR ™5 < 0Ge 2 ALl@" |12, + AL, + ALITZ . (68)
Finally, an application of a discrete Gronwall inequality results in the desired convergence estimate:
ne1 1/2
[ (ezArZ ||vh¢>'"||%) < C(At+h?), (69)
k=0

where C > 0 is independent of At, h, and n. This completes the proof of the theorem. O

Remark 5.1. For the Cahn-Hilliard equation with logarithmic potential, there have been some existing works of error esti-
mate [4,5,9] in the framework of finite element analysis, with implicit Euler method in the temporal discretization. Again,

the time step constraint At < 48 has to be imposed to ensure the positivity-preserving property of the numerical scheme,
while no constraint is needed m the convergence analysis of our proposed scheme.

Remark 5.2. In the truncation error estimate (60), a detailed Taylor expansion reveals that, ||t"||_; is associated with
the Hh’1 norm 9 ®y, a discrete || - |2 norm of 3;V,®y, the L°(0, T; H?) norm of ®y, as well as the projection errors.
In particular, its dependence on the higher order temporal and spatial derivatives of the exact solution ® has played an
important role in the optimal rate convergence analysis. Moreover, a bound of the higher order derivatives of the exact
solution for the Cahn-Hilliard flow relies on the phase separation, i.e., a uniform distance between ® and the singular limit
values (—1 and 1) is available for the exact solution, so that a singularity in the higher order derivatives is avoided.

In fact, the regularity assumption (53) has indicated such a phase separation in order to keep the higher order derivatives
bounded. For 1-D and 2-D Cahn-Hilliard flows, the phase separation has been justified at a theoretical level [38,22,54], so
that the truncation error estimate could go through. For the 3-D equation, although the phase separation is not available
globally in time, one can always assume a local-in-time property, if a separation profile is taken for the initial data, so that
the presented convergence analysis could also be derived in a local-in-time manner, before the higher order derivatives
become singular.
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6. The second order numerical scheme

We propose the following second order scheme for the CH equation (3)-(4): given ¢", ¢" ! € Cper, find ¢"1, ™1 € Cper,
such that

%d)ﬂ-!—] _ 2¢n ¢ﬂ 1

(/\//?H_]V Mn+1) (70)
At
where
MI‘H-] =ln(] + ¢n+l) _ ln(-l _ ¢Tl+l) _ 90‘51‘1—0—] _ AAtAh(¢n+l _ d)ﬂ) _ 82Ah¢n+l’ (7-1)
q\{)TH“] :Zd)n _ ¢1171
and the discrete mobility function is defined at the face center points in a similar way as in (17): lel/z ik =

+1 An+1 +1 An+1 +1
M(AX¢:1+1/2 I8 k Mz j+12,k — M(Ay‘pznﬁﬂ/zk M1 k4172 7 M(Az¢ln] k+1/2

In the case of constant mobility M (¢) = 1, the positivity-preserving property is established in the following theorem.

Theorem 6.1. Assume that M(¢) = 1. Given ¢* € Cper, with |[¢*|| <M, k=n,n — 1, for some M > 0, and ‘ﬁ

there exists a unique solution ¢"*1 € Cper to (70), with ¢"+1 — @7 € Cper and ™1 <1

¢n—1’ <1

Proof. We follow the notations in the proof of Theorem 2.1. The numerical solution of (70) is a minimizer of the following
discrete energy functional over the admissible set Ap:

2

J"~<2>(¢>:—— “¢p—2¢" + - ¢”1

e

g2 + AAt
2

+ (146, In(1+¢))g+ (1 —-¢.In(1 - d))g

—1,h
190013 + (9, AL A" —0g"") . (72)

Of course, J™® is strictly convex over Aj. Again, such a minimization problem is equivalent to the following transformed
functional over Ap:

Fr2 (@) =T (@ + o)

2
n—1
3AtH (@ +¢o) —2¢" + ¢ o
+(1+ ¢ +do. In(1+ 9@+ ¢g))g, + (1 — @ — G, In(1 — ¢ — o)),
24 AAt _ .
+ % IVhell? + (ga + B0, AALARG" — eoqs"“)Q . (73)

To obtain the existence of a minimizer for F™® over Aj, we consider the closed domain Ahqg for 0 <6 < % as defined
by (37). There exists a (not necessarily unique) minimizer of 7™ over A, s, and we have to prove such a minimizer could
not occur on the boundary of /"\h,(;. if 8 is sufficiently small. To get a contradiction, suppose that the minimizer of F%@,
call it ¢* occurs at a boundary point of Ah,,;. There is at least one grid point &g = (ip, jo, ko) such that |<,0(§l0 +$o| =1-34.

Similarly, we assume that (pglo +¢o =8 — 1, so that the grid function ¢* has a global minimum at d&, and &; = (i1, ji, k1)
is a grid point at which @* achieves its maximum. Meanwshile, for all ¢ € épel-, the directional derivative becomes

dsF" @ (@* + sy)[s=0 = (In(1 4+ ¢* + go) — In(1 — ¢* — $p). V'),
+ (AAtAh¢" — G, 1//>Q — (€2 + AAD) (Ang*, ),

+i<( Ap)~ l<§< *+$)—2¢"+1¢"‘1> >
AL h Z(P 0 3 ,WQ

In more details, this derivative may be expressed as
e L 47D (@ 4 sy lsco = In(1 + @5, + o) —In(1 — % — o) —In(1 + ¢4 + o) +In(1 — % — Go)
— 605" — G + AAL(ARGE — Mgl ) — (6% + AAD(An@s — Ang)
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A e+ F0) 20" + 26" D
AL GO+ o) =207+ 507 Day

—i(—A )‘1(3( *+ ¢ >—2¢"+1¢”‘1)~ (74)
Ars on G 2% ar

Furthermore, the following estimates are derived

Anf, =0, Apgy <0, (75)

_6M<¢n+1 n+1 <6M (76)
n 12M n 12M

Anbgy = 70 Bnba, =3 (77)

-1 3 * - n 1 n—1
—=5C1 < (—Ap) (5(90 + o) — 2¢ +E¢ )aio
3 _ 1
—(=Ap™! G@" +d0) — 24"+ 5¢"*1>&1 <5Cy, (78)

in which we have repeatedly made use of the fact that ||¢*||co <M, k=n,n—1, as well as the application of Lemma 3.1.

Subsequently, a substitution of (75) - (78) and (39) into (74) yields the following bound:

1 1+ %

— — +6M6y + 24AMAth™% +10C; At ™. (79)
— %0

i @ (@* + sY)ls=0 < In -

h3

The rest analysis follows the same arguments as in the proof of Theorem 2.1; the details are left to interested readers. 0O

Remark 6.1. Again, for the second order scheme, a careful calculation implies that Cg = O (At~ 4+ Ath—2), which becomes
singular as At,h — 0. Even so, since the values of h and At are fixed, a § € (0, 1/2) exists so that the size of Cg is not an
issue.

The non-constant mobility case could be analyzed in the same fashion; we state the result below, and the technical
details are left to interested readers.

Theorem 6.2. Assume that M(x) > Mg > 0, for all x € [—1, 1]. Given ¢* € Cper, with |¢*|| < M, k=n,n — 1, for some M > 0, and

67| = |1 ’ < 1, there exists a unique solution ¢"+1 € Cper to (70), with ¢"+1 — @7

<1
(e e}

In the case of constant mobility M (¢) =1, a modified energy stability is available for the second order BDF scheme (70),
provided that A > 11—6

Theorem 6.3. Suppose M (¢) = 1. With the same assumptions as in Theorem 4.1, we have the stability analysis of the following
modified energy functional for the proposed numerical scheme (70):

En(¢""'. ¢") < En(e". ¢"—1) with (80)
1
En(™, 0" =En(6"™ D + = ||<z>"*1 R e L (81)
for any At,h > 0, provided that A > ﬁ.

Proof. By taking an inner product with (70) by (—Ap)~1(¢™! — ¢™), we could derive the following inequalities:

<%¢n+] _ 2¢n + %¢n71

_ —1,n+1 _ 4n
AL (=An) (9 ¢ )>Q

1
g - R A A A B

2At
l n n l n n—
> At( @™ = "2 = g lle" — ¢ 1||2_1,,1), (82)
(AN + ™). (A T @™ = ¢M), = (In(1 + "), p" ! — 9",
> (14" In(1 +¢™h), — (1 +¢". In(1 + "), . (83)
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(Ap(n( — "), (=AR) T (@™ = ¢"), = —(In(1 — ¢"t1), "1 — ¢"),
> —(1=¢"" In(1 — ¢"™)),, + (1 — ", In(1 — ¢")),, . (84)
(Aﬁ(Pn-‘rl’ (_Ah)_l (¢n+1 _ ¢n)>Q — <vh¢n+l, Vh (¢n+1 _ ¢H)>Q

1
=5 (IVh8™ 13 = 19" 13 + 1V (™" = 6M)15) (85)
AL{AF@™T =M. (AT @M = g") = AL Va@" ! = 9", (86)
(Ap@e" —¢" 1), (AR (@™ — M), =— (29" — 9" 1, " —9"),
1 n+1;2 ny2 1 n n—1,2
> =3 (16113 - 16"13) — 510" — " 13. (87)

in which (83), (84) are based on the convexity of (1+¢)In(1+¢), (1 —¢)In(1 — ¢), respectively. Meanwhile, an application
of Cauchy inequality indicates the following estimate:

1
10T = "Iy AALIVR @™ — @5 = 2412 9" — 9. (88)

Therefore, a combination of (82)-(87) and (88) yields

n n 1 n n n n—
En@™ ") = En@") + o (1977 =012 — 16" = 9" "1, )

1 1
5 (18 = 6"13 — 9" = ¢"13) = (=242 4 )™ — "1 <0, (89)

provided that A > 11—6. Therefore, by denoting a modified energy as given by (81), we get the energy estimate (80). This
completes the proof of Theorem 6.3. O

With the same assumption that M (¢) =1, the convergence result is stated in the following theorem.

Theorem 6.4. Given initial data ®(-,t =0) € Cger(Q), suppose the exact solution for Cahn-Hilliard equation (3)-(4) is of regularity
class Ry := H? (0, T; Cper(R)) N H3 (0, T; C2,(R)) N L (0, T; C8(R)). Then, provided At and h are sufficiently small, for all

per per
positive integers n, such that t, < T, we have the following convergence estimate for the numerical solution (70)

n 1/2
6"l -1, + <82At > ||vh¢3'“||§) < C(A +h?), (90)

m=1

where C > 0 is independent of n, At, and h.

Proof. A careful consistency analysis indicates the following truncation error estimate:
3 gn+1 n 1 gmn—1
3PN 205+ 3Py

At

= Ay <1n(1 I —In(1 — @) — godH — £2A, B!
— AACAR (@] — <1>7v)) L (91)
with &D?\, =20} - CD',{,_], IT"l—1p < C(At? + h?). In turn, subtracting the numerical scheme (70) from (60) gives

%d';n-H _ 2¢;n + %d';n—l
At

= Ap ((ln(l + @8 —In(1 +¢"™) — (n(1 — &K — In(1 — ")) — 90¢:>“+1
— A" = AALALGT - M) + 7" (92)

with q§n+1 =2¢" — ¢"~1. Taking a discrete inner product with (92) by 2(—Ap)~ 1" yields

<3q;n+1 — 4" +¢;n—1’q;n+1>

- 282At<$”+1, Ahd;nﬂ)g
+ 286 (In(1+ B — In(1 + 9"+, ¢

— 2At<ln(1 — <I>',1V+1) —In(1 — ¢"t1), d;n+1>9

— 2AML(AR@™ = @M. ") = 20088 (9", @) 280" M)y (93)
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For the temporal derivative stencil, the following identity is valid:

<3d;n+l _44”511 +¢~)n—17¢;n+1>_]ﬁ

1/~ - - - o ne - o ne
=5(||¢““||2_],h—||¢"||2_1,h+||2¢"“—¢"||'i1,h—||2¢"—¢" U2y, + 19" — 28" + ¢" 1||2_1,h). (94)

The estimates for the terms associated with the surface diffusion, the nonlinear product and the truncation error follow
exactly the same way as in (63), (64), (65), (67), respectively. For the concave expansive error term, a similar inequality is
available:

2% (énﬂ ’ d;n+1>9 <260/16" -14l VA" Iz < 656 216" 12y + €21 V" 2

<05 2Bl 1y + 218" 12, ) + €211 Vad 2. (95)

In addition, the following identity could be derived for the artificial diffusion term:

~2(A@MH = M. " o = 2Vh(@"T - M), Vg™ g
= 190" 113 = VA" 13 + IVA@™! = $MI3. (96)
Subsequently, a substitution of (94) - (96), (63), (64), (65) and (67) into (93) yields

1" 12y = 18" 12 g+ 126" — @124, — 128" — " 112,
+AA(IViG S — IVh"I13) + 2 ALl Vg™ I3
<4652 Al 12 1+ 18" IR ) + 288 T 2 . (97)
Finally, an application of a discrete Gronwall inequality results in the desired convergence estimate:

. n+1 _ 12
16" -+ (246 Y IVA™IB) T = CCal +h2), (98)
k=0

where C > 0 is independent of At, h, and n. This completes the proof of the Theorem 6.4. O

Remark 6.2. Other than the modified BDF2 temporal stencil, there have been other second order accurate, energy stable
approaches for the Cahn-Hilliard equation, such as the modified Crank-Nicolson approximation, which has been successfully
applied to the one (7) with polynomial approximation [28,29,44,45]. On the other hand, for the equation with Flory-Huggins
energy potential, the positivity-preserving, energy stability analysis and the convergence estimates for the corresponding
Crank-Nicolson approximation are expected to be much more challenging than the BDF2 algorithm, due to the singular
nature of the logarithmic terms. This analysis will be left to the future works.

Remark 6.3. In the optimal rate convergence estimates for both the first and second order accurate schemes, given by
Theorems 5.1, 6.4, respectively, a technical assumption of a constant mobility, i.e., M = My, has been made to simplify the
analysis details. For a non-constant mobility case, the convergence estimates are expected to be much more challenging,
since a direct H,;] analysis is not applicable any more. Much more complicated techniques, such as a combination of rough
error estimate (to obtain a phase separation property for the numerical solution) and refined error estimate, have to be
applied. These technical details will be reported in future works.

7. Numerical results

In this section we describe a simple multigrid solver for the proposed schemes, and we provided some tests that show
the efficiency of the solver and the accuracy of the scheme. We demonstrate, in particular, the positivity of the solutions to
the proposed Cahn-Hilliard scheme.

For the discussion of the numerical computations, we use a slightly different formulation of the Cahn-Hilliard equation,
one that allows for a comparison with the so-called obstacle potential. Specifically, we will use the standard Ginzburg-

Landau free energy E[¢] = fQ {f((b) + % \Vqﬁlz} dx, where f(¢) = fc(¢p) — fe(¢) and

1 1
fel9) = 20 [(A=¢)In(0—¢)+ A+ In(1+¢)], fe(d)= 5@ =D@+D.

Importantly, as 6y — oo, f tends to the obstacle potential
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1 .
_lse—-D@+1) if -1<¢<1
fobs(g) —{ 2 00 if 6> 1,

which has been investigated elsewhere [13,14]. While we are only interested in the case of finite values of 0y, it is interesting
to explore the effects of increasing 6. For finite 6g, clearly f;(¢)=¢ and

1
fi@) = o [In(1+¢) —In(1 —¢)].
0
The Cahn-Hillard equation still takes the form (3), but with the chemical potential expressed as

1= fU®) = fo(¢) — £°Ag.

As before, we assume that the mobility satisfies M(x) > Mg > 0, for all x € [-1,1], for some My, though as we have
remarked, this can be relaxed.

7.1. Multigrid solver

In this subsection, we describe a nonlinear full approximation storage (FAS) multigrid solver for the convex-concave
decomposition scheme for the Cahn-Hilliard equation with logarithmic potential. The solver for the Allen-Cahn equation is
simpler, and we omit its description. Our solver is similar in style to the one presented in [47], and it can be extended
to the case of multi-component systems as in [25]. For an alternative approach to the one taken here and in [47], see, for
example, [40].

For our solver implementation, we will need to regularize f/. This is due to the fact that our multigrid solver is not
designed to guarantee the boundedness of the solution for arbitrary multigrid iterations, as we discuss below. Our solver
will, however, converge to the correct bounded solution, provided the regularization is sufficiently small. We show this in
our tests.

To effect the desired regularization, we modify the logarithm as follows: for a given § € (0, 1/4) we define

In($) ifs <o

In; (4) = { Ines) + 250 ifp <s.

The regularized logarithm, Ins is defined for all values of ¢. Using this function, we define

1
fis@) = TN [Ins(1+¢) —Ins(1 — @)].
0

We then observe that f/(¢) = c/,s(‘f’)v for all =148 <¢ <1 — 4. Consequently, we can always take the value of § to be
small enough such that the theoretical solution to our scheme lies in this range of equivalence.

The first-order convex-concave decomposition (CS1) scheme (15) in 2-D is equivalent to the following: find ¢, u € Cper
whose components satisfy

¢i,j — Atdx (M (Ax¢™) D), ; — Atdy (M (Ay¢™) Dyp), ;= o, (99)
wij— fis(¢ij) + 82Ah¢i,j = —q%», (100)

where we have dropped the time superscripts m + 1 on the unknowns. The 3-D equations are similar, and they are omitted
for simplicity. For the sake of comparison, the standard backward Euler scheme (BE) is

oij— Atdy (M (Axg) Dxﬂ)i,j - Atdy (M (Ay¢) Dy,u)i’j = ¢Tj’ (101)
wij— fls (#ij) + ¢ij+ > Angi j = 0. (102)

We note that, for solvability and stability considerations, the sign of the linear term +¢; ; in the chemical potential equation
(102) is problematical. However, this scheme is solvable with a mild time step restriction.
The energy stable BDF2 (BDF2_ES) scheme (70) is expressed in 2D as

24t - 2At - 4 1 s
Pij — 3 dx (M (qu>m+ )Dx'u>i,j B Tdy (M (Ay¢m+ )Dy'u>i,j - §¢Tj B gqj’% ’ (103)
i j— fs (1) + &2 Andi j + AALAni = AAtAR —flvﬁffl, (104)
where

im+1 _ 5 m _ m—1
bij =28 -

The standard BDF2 scheme is
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At 2At 4 1 ..
dx (M (Ax) Dxp)y j = == dy (M (Ayg) Dyi),; ;= 3175 — 40 (105)

wij— fls (bij) + ¢ij+ &> Angi j =0. (106)

As for the backward Euler scheme, solvability and stability are not unconditionally guaranteed for this scheme.

We use a nonlinear FAS multigrid method to solve all of the schemes efficiently. We give the details only for the (CS1)
scheme, equations (99) - (100). The details for the other methods are quite similar. Our solver requires defining operator
and source terms, which we do as follows. Let ¢ = (¢, 1t)”. Define the nonlinear operator N= (N N@)T 35

bij—

N{) (@) =i j — Atdx (M (Ax@™) Dxpr); ; — Atdy (M (Ay¢™) Dyp), ;. (107)

N2 (@) = i — fLs (61.5) + > Andi . (108)
and the source S= (5™, S@NHT as

U@ =dij. ST @) =—di. (109)

Then, of course, Equations (99) - (100) are equivalent to N(¢™1) = S(¢™). Notice that the operator N depends upon the
time step m, because its definition involves the solution ¢™.
We mention that for the backward Euler (BE) scheme, the only difference in this decomposition is that

N2 (@) =i — s (01g) + b+ 2 Andij, S (9) =

The BDF2_ES and BDF2 schemes are handled using similar considerations.

We will describe a somewhat standard nonlinear FAS multigrid scheme for solving the vector equation N(¢™*1) = S(¢™).
Here we will sketch only the important points of the algorithm; the reader is referred to Trottenberg et al. [60, Sec. 5.3]
and our paper [63] for complete details. For this issue, we need to discuss a smoothing operator for generating smoothed
approximate solutions of N(¢) =S. The action of this operator is represented as

é = Smooth (1, ¢, N, S), (110)

where ¢ is an approximate solution prior to smoothing, ¢ is the smoothed approximation, and A is the number of smooth-
ing sweeps. For smoothing we use a nonlinear Gauss-Seidel method with Red-Black ordering. In what follows, to simplify
the discussion, we give the details of the relaxation using the simpler lexicographic ordering. Let ¢ be the index for the
lexicographic Gauss-Seidel. (Note that the smoothing index ¢ in the following should not be confused with the time step
index m.) Now we set

M:TVZJ (Ax‘pznjkl/z,j) ’ Mlnsj+1/2 =M (AJ/(PI!T,IJ'H/Z) .

The Gauss-Seidel smoothing is as follows: for every (i, j), stepping lexicographically from (1,1) to (N, N), find d)fj], and
ufjl that solve
o+ AL (pew e sy £+1
pz \Misya, j + Micys j  Mijjap T Miju | Ky
1 14 241
=S;j (") + (Mx+1/z e+ M ] MES i o+ M ). (111)
482 £+1 £+1
< f (”)_h—2>¢’f 1
@) (4m g 4+1
_S (¢ )+fc<3< ) ¢1]f (1])_h_2<¢1+1]+¢1 l]+¢l]+l+¢l]—1>' (112)

Note that we have linearized the logarithmic term using a local Newton approximation, but otherwise this is a standard
vector application of block Gauss-Seidel. The 2 x 2 linear system defined by (111) - (112) is unconditionally solvable (the
determinant of the coefficient matrix is always positive in this case). We use Cramer’s Rule to obtain qbfj] and pf“

However, we observe that it is not guaranteed that —1 < ¢>£+1 < 1 for an arbitrary smoothing step.

The only difference for the backward Euler (BE) scheme is that second equation (112) in the block smoother is replaced

by
<_ c//a (¢f]) )¢e+1 z+1

=S @)+ T (8F5) — 8ty = 01, 55 (01) = S5 (00 s+ 010 4 00+ 011,).
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Table 1

Maximum and minimum values of ¢Il‘_j during spinodal decomposition, computed using the first-order convex-
concave decomposmon (CS1) scheme. The common parameters are € =5.0 x 1073, T =1.0, L = 1.0, h = 1/256,
At=1.0x 1073, T =1.0 x 1079. The initial conditions are ¢°- =02+rj, where ri,j € [-0.05,0.05] is a uni-
formly dlstrlbuted random variable. As 6p becomes larger, the potential f approaches the so-called obstacle
potential, and the maxima and minima approach +1 and —1, respectively. But, observe that the computed values

stay well within the range (—1+6,1—9).

ok

6o § A Iln}az(qbl j rlnjliuj),]

2.0 1.0 x 1073 2 0.958159539817000 —0.969040263101000
2.5 1.0 x 1073 2 0.986118743476000 —0.990903230905000
3.0 1.0 x 1073 2 0.995203610902000 —0.997255351479000
3.0 1.0x 107> 2 0.995203610606000 —0.997255351459000
3.2 1.0 x 1073 3 0.996851091247000 —0.998305411243000
3.5 1.0 x 107> 3 0.998298616883000 —0.999144402772000

One full block Gauss-Seidel sweep has concluded when we have stepped lexicographically through all the grid points,
from (1,1) to (N, N). When A full smoothing sweeps has completed the vector result is labeled (75 as in Eq. (110), and the
action of the smoothing operator in (110) is complete.

Multigrid works on a hierarchy of grids. We denote the grid level by the index n, where npjn <n < npax, Nmax 1S the
index for the finest grid, and np;, is the index for the coarsest grid. We need operators for communicating information from
coarse levels to fine levels, and vice versa. By 12*1 we denote the restriction operator, which transfers fine grid functions,
with grid index n, to the coarse grid, indexed by n —1. By I'_; we denote the prolongation operator, which transfers coarse
grid functions (level n — 1) to the fine grid (level n). Here we work on cell-centered grids. The restriction operator is defined
by cell-center averaging; for the prolongation operator we use piece-wise constant interpolation [60, Sec. 2.8.4]. The rest
of the details of the nonlinear multigrid solver are similar to those given in [63]. The details are omitted for the sake of
brevity.

7.2. Regularization of the logarithm in the multigrid solver

We now give a very brief discussion on how to choose the regularization parameter § for the logarithm in the CS1
scheme. The regularization parameter must be chosen small enough so that the computed numerical solutions satisfy —1 +
8 < qblf’fj <1-4, for any i, j, m. To understand the issue, consider the following simulation set-up: the common parameters
are taken to be e =5.0x 1073, M=1,T=1.0,L=1.0, h=1/256, At =1.0 x 1073, 7 =1.0 x 10~? (multigrid stopping
tolerance). The initial conditions are qﬁgj =0.2 +r; j, where r; j € [-0.05,0.05] is a uniformly distributed random variable.
We choose various values of the quench parameter 6y, the smallest being 6y = 2.0 and the largest, 9y = 3.5. As 6y — oo, the
maxima and minima will tend to 1 and —1, respectively, as the singular potential approaches the obstacle potential.

We compute the maxima and minima of qb{?j and report the values in Table 1. Observe that for modest values of 6,
8 € (0,1) can always be chosen so that ||¢™|_ <1 —4. We point out, in particular, the case for which 6o =3.0. We have
taken two different values of §, 1.0 x 103 and 1.0 x 10~>. The computed solutions - as well as the energies (not shown),
which are decreasing at each time step - for these two cases are the same up to round-off errors.

To be safe, in all of the computed solutions that follow, we use the smaller regularization parameter § = 1.0 x 107>, The
same considerations are applied when picking the regularization parameter for 3-D simulations. In Fig. 1, we show spinodal
decomposition simulation using the parameters given in the caption. For § sufficiently small, the computed solution stays
well inside the interval (—1+6,1 —§).

In Table 2 the maximum and minimum values of qb," i for a simulation of spinodal decomposition and coarsening are
displayed; the approximate solution is computed using the energy stable BDF2 (BDF2_ES) scheme using increasingly larger
time step sizes, At, and stabilization parameter A = %. The parameters are ¢ = 5.0 x 1073, T=0.1,L=0.5, h= 0.5/512,
7 =1.0 x 10719, The initial conditions are smooth, pictured in Fig. 3 (t = 0). The quench parameter is fixed at 6y = 3.0 and
the log regularization parameter is fixed as § = 1.0 x 107>, Here the spatial grid size h = 0.5/512 is taken to be very small,
so that there is little spatial error. The computed solution using the smallest time step size At =1.0 x 10~ is shown in
Fig. 3. The energy plots are shown in Fig. 4. As the time step size At is made larger, the max and min values approach +1,
respectively. This clearly shows that there is a dependence of the max and min values on the step size, At. Furthermore, for
larger step sizes, the regularization § = 1.0 x 10~>, becomes more restrictive, in the sense that the approximate solutions
become dangerously close to 1 —§ and —1 + §. On the other hand, large step sizes yield solutions that are very inaccurate,
as is seen in Fig. 4. This suggest that one should be careful tuning in selecting the regularization parameter §, the same care
that one would take in choosing the time step size At.



20 W. Chen et al. / Journal of Computational Physics: X 3 (2019) 100031

time =0.5 time =2

time=3.5 time=5

.7
1 1 0.75

Fig. 1. Three-dimensional simulation. The parameters are L=Ly =Ly =L, =1.0; e=5x1073; 6, =3.0; =10, T=5.0; 7 =10"%; At=10"3, h= ;L.
For initial data, ¢?.k =rj jk where r; j is a uniformly distributed random variable from the interval [—0.05,0.05]. The computed solution stays in the

interval [—0.996, 0.996], well inside the interval (—1+§, 1—34). This computation is done using the first-order convex-concave decomposition (CS1) scheme.

Table 2

Maximum and minimum values of ¢k j during spinodal decomposition and coarsening, computed using the en-
ergy stable BDF2 (BDF2_ES) scheme using increasingly larger time step sizes, At, and the stabilization parameter
A= . The common parameters are £ =5.0 x 1073, T =0.1, L=0.5, h =0.5/512, T = 1.0 x 107'°. The initial
conditions are smooth, pictured in Fig. 3 (t = 0). The quench parameter is fixed at 8y = 3.0 and the log regular-
ization parameter is fixed as § = 1.0 x 107>, Here the spatial grid size h = 0.5/512 is taken to be very small, so
that there is little spatial error. As the time step size At is made larger, the max and min values approach +1,
respectively.

K k
6o s At max #ij min b j
3.0 1.0 x 1072 1.0 x 1076 0.997502697800000 —0.998561963283000
3.0 1.0x 1073 1.0x 1073 0.997471083392000 —0.998558057216000
3.0 1.0x 1075 1.0x 1074 0.998607967114000 —0.998833800688000
3.0 1.0x 1073 2.0x107% 0.999561816773000 —0.999598715832000
3.0 1.0x 1075 1.0x 1073 0.999906241590000 —0.999978093053000

7.3. Asymptotic (At, h — 0) convergence test

Here we give a convergence test for the first-order convex-concave decomposition (CS1) scheme method and the second-
order energy stable scheme (BDF2_ES) in 2-D. The initial condition for our convergence test is given by

1—cos (‘;"—’2’) 1— cos (235’—;”)
2 2

#(x,y,00=1.8 -0.9. (113)
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Table 3

Errors and convergence rates for the first-order CS1 and second-order BDF2_ES schemes. The parameters are (domain size) L = Ly = L, = 3.2; (interfacial
parameter) & = 0.2; (mobility) M = 1; (quench parameter) 6 = 3.0; (In regularization parameter) § = 10~%; (final time) T = 0.4; (solver stopping toler-
ance) T = 10~19; (stabilization parameter for BFD2_ES) A = 1176 and A = 0. The refinement path for the first-order CS1 scheme is quadratic, At = 0.4h2,
and the refinement path for the second-order BDF2_ES scheme is linear, At = 0.8h. The test results confirm the predicted accuracy: first order in time and
second order in space for CS1 and fully second order for the BDF2_CS scheme. When A =0, the BDF2_ES scheme is not provably energy dissipative, but it
typically performs well and has a smaller error compared to when A > 0.

cs1 BDF2_ES A=k BDF2_ES A=0
he hy 19, Rate 191 Rate 191 Rate
32 32 5.6689 x 1072 - 3.7025 x 1072 - 3.6712 x 1072 -
32 32 1.6071 x 1072 1819 9.0444 x 1073 2.0334 8.9422 x 1073 2.0375
32 4 4.1541 x 1073 1.952 2.2503 x 1073 2.0069 2.2232 x 1073 2.0080
3 3 1.0472 x 1073 1.988 5.6195 x 1074 2.0016 5.5504 x 1074 2.0019
32 2 (too expensive) - 1.4044 x 1074 2.0005 1.3871 x 10~% 2.0005

Norm of the Residual
Norm of the Residual

1 15 2 25 3 35 4 4.5 5

1 2 3 4 5 6 7 8
Multigrid| terations Multigrid| terations Multigridl terations

Fig. 2. Solver convergence (complexity) test for the problem defined in Section 7.3. We use a fixed time step size, At = 10~" for all runs. We plot on a
semi-log scale of the residual || M sz with respect to the multigrid iteration count n at the 10th and final time step, i.e., t = T = 1.0. The initial data is

defined in (113), and the other parameters are as follows: L =Ly =Ly =3.2; £=02; M=1; §= 107>, The quench parameter is varied 6y = 3.5, 3.0,
and 2.0. The number of multigrid smoothing sweeps is held fixed at A = 2. The multigrid stopping tolerance is taken to be T = 10~%. We observe that the
residual is decreasing by a nearly constant factor for each iteration. More iterations are required for larger values of 6y, as expected.

To compute a rate of convergence, the “Cauchy difference,” 4, is computed between approximate solutions obtained with
successively finer mesh sizes. For details of the test in the cell-centered grid setting, see, for example, [63]. The parameters
are (domain size) L = Ly = Ly = 3.2; (interfacial parameter) & = 0.2; (mobility) M = 1; (quench parameter) 6y = 3.0; (In
regularization parameter) § = 10~>; (final time) T = 0.4; (solver stopping tolerance) T = 10~10; (stabilization parameter
for BFD2_ES) A = 11—6 and A = 0. The refinement path for the first-order CS1 scheme is quadratic, At = 0.4h?, and the
refinement path for the second-order BDF2_ES scheme is linear, At = 0.8h. The test results, displayed in Table 3, confirm
the predicted accuracy: first order in time and second order in space for CS1 and fully second order for the BDF2_CS scheme.
When A =0, the BDF2_ES scheme is not provably energy dissipative, but it typically performs well and has a smaller error
compared to when A > 0. Such an improved numerical accuracy comes from a smaller local truncation error via a direct
Taylor expansion. See Table 3.

7.4. Algebraic convergence tests for the multigrid solver

In this next test, we give some evidence that our multigrid solver for the first-order convex-concave decomposition (CS1)
scheme has optimal or nearly optimal complexity. The solvers for the other schemes have similar, near-optimal performance.
We use the same test as in Section 7.3. The only difference is that for this test, we use a fixed time step size, At = 107!
for all runs. We plot on a semi-log scale of the residual ||r” ||2 with respect to the multigrid iteration count n at the 10th
and final time step, ie., t = T = 1.0. The initial condition is defined in (113), and the other parameters are as follows:
L=Ly=1Ly=32, =02 M=1, §= 103, The quench parameter is varied, 6y = 3.5, 3.0, and 2.0. The number of
multigrid smoothing sweeps is held fixed at A = 2. The multigrid stopping tolerance is taken to be T = 10~°. The tests,
reported in Fig. 2, indicate that the residual is reduced by nearly the same amount for each multigrid iteration. This is solid
evidence for optimal or nearly optimal complexity. We do observe some minor degradation for larger values of 6y, which is
expected, since the problem becomes increasingly stiff for larger values of 6p. In particular, the potential is approaching the
super-singular obstacle potential in this limit.
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e
cheme with the stabilization parameter A =

t=0.05
Fig. 3. Initial data and high-resolution approximate solutions at t = 0.005, t =0.01, and t = 0.05. A high-accuracy solution is computed using the BDF_ES
1
16

and step sizes At =1.0 x 1076, h = 0.5/512. The smooth initial data shown in the figure (t = 0). The
average composition of the solution is ¢ = 0.1, and —0.1224 < ¢ (-, t = 0) < 0.3162. The other parameters are € = (0,0.5) x (0,0.5) and & =5.0 x 1073,
6 =3.0, 5 =1.0 x 10~°. In the simulation, we observe that, for the high-resolution solution, 0.99750 > ¢ > —0.99856.

At =1.0e-03
— — — . At=2.0e-04
_________ At =1.0e-04
At = 1.0e-05
At =1.0e-06

energy

0.06 :

\ \ \ \ \ \ \ \ )
0 001 002 003 004 005 006 007 008  0.09 0.1

time

curves for the simulations with At =1.0 x 107> and At = 1.0 x 10~® nearly coincide.

Fig. 4. Energy computations for the simulations represented in Table 2 and Fig. 3. The parameters are given in the captions of Table 2 and Fig. 3. The energy
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Fig. 5. Initial data and high-resolution approximate solutions at t = 0.5 and t = 1.0. A high-resolution solution is computed using the BDF2 scheme (105)
- (106) with the initial data shown in the figure (t = 0). The parameters for the high-resolution approximation are At=1.0 x 10~> and h = 1.0/256. The
other parameters are € = (0,1.0) x (0,1.0) and € =5.0 x 1073, 6 = 3.0, § = 1.0 x 1075. The average composition of the solution is ¢ = 0.2. Significant
coarsening occurs between t =0 and t = 1.0. In the simulation, we observe that, for the approximate solution, 0.99672 > ¢ > —0.99821.

Table 4

The errors, average V-cycle iteration numbers for the FAS multigrid solvers, and the maximum values of ¢ for the
various schemes with fixed time and space step sizes At =1.0 x 10~ and h = 1.0/256. The other parameters
are ©=(0,1.0) x (0,1.0) and € =5.0 x 1073, # =3.0, § = 1.0 x 10~>. The “errors,” which are reported at times
t=0.1, t=0.5 and t = 1.0, are precisely the differences between the comparison approximations and the high-
resolution target approximation computed using the BDF2 with the much smaller time step size At =5 x 1076,

See Fig. 5.
Scheme Error t =0.1 Error t =0.5 Error t =1 Ave. Itr. mal)c( q)f‘j
i,j. ’
BDF2 2.2496e—04 9.3172e—-04 5.2566e—04 4.6237 0.99671
BDF2_ES 3.9485e—02 1.9105e—-01 2.6703e-01 3.7373 0.99890
BDF2_ES 5.8446e—03 1.9113e—02 1.4204e—02 3.5390 0.99913
A=0
BE 2.7285e—-03 8.4211e—03 5.7435e—03 6.5645 0.99668
Cs1 3.5965e—01 5.6166e—01 7.5356e—01 4.0003 0.99621
Table 5

The errors, average V-cycle iteration numbers for the FAS multigrid solvers, and the maximum values of ¢ for
the various scheme with fixed time and space step sizes At =5.0 x 107> and h = 1.0/256. The other parameters
are Q= (0,1.0) x (0,1.0) and € =5.0 x 10~3,  =3.0, § = 1.0 x 10>, The “errors,” which are reported at times
t=0.1,t=0.5 and t = 1.0, are precisely the differences between the comparison approximations and the high-
resolution target approximation computed using the BDF2 with the much smaller time step size At =5 x 1076.

See Fig. 5.
Scheme Error t =0.1 Error t =0.5 Error t =1 Ave. Itr. r_n_al)(( gb:‘j
i, ], ’
BDF2 5.7762e—05 2.3749e—-04 1.3267e—-04 3.49560 0.99671
BDF2_ES 1.0079e—-02 1.1464e—02 7.6568e—03 2.70300 0.99668
BDF2_ES 1.6392e—-03 5.1465e—03 4.0927e—-03 2.6401 0.99671
A=0
BE 1.3510e—-03 4.1560e—03 2.8182e—03 3.63475 0.99670
Cs1 1.4975e-01 2.7690e—01 3.5650e—-01 2.78145 0.99628

7.4.1. Initial data and a high-resolution approximate solution att =1

A high-resolution solution is computed using the BDF2 scheme (105)-(106) with the initial data shown in Fig. 5 (¢t =0).
The parameters for the approximation are At =5 x 10~ and h = 1.0/256. The physical parameters are Q = (0,1)2, ¢ =
50x 1073, M =1; 6y =3.0, and § = 1.0 x 107>. Note that the time step size At =5 x 10~% is 10 times smaller than
what will be used in the comparison tests, and we will treat the approximation obtained here as the target solution. We
point out that computing the target solution with the slightly larger time step of At =1 x 10~ does not change the results
presented in Tables 4 and 5 in any significant way.

7.4.2. Comparison results
For the comparison computations we use the same parameters as above - h = 1.0/256, Q@ = (0,1)?, ¢ =5.0 x 1073,
M=1; 6p=3.0,5§=1.0 x 107> - but we use larger time step sizes: At =1.0 x 10~* (Table 4) and At =5.0 x 107>
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(Table 5). To solve all these schemes, we employ the FAS multigrid methods detailed above. The results of the tests are
reported in Tables 4 and 5, and they paint a complicated picture. The BDF2 scheme shows excellent accuracy and efficiency.
Based on our experience, this method is the most accurate of the four that have been test, which is why it is used to
generate our target solution. Our new BDF2_ES scheme is slightly more efficient, but not nearly as accurate. When the
stabilization parameter is set to zero (A = 0), its accuracy increases significantly, but its provable stability is lost.

The first-order convex-concave decomposition scheme is the worst in the tests for accuracy, but the second best in
efficiency per step. The worst in efficiency per time step is the backward Euler scheme; like the BDF2 scheme, it does not
have a convex structure. But, like pure BDF2, the fully implicit backward Euler has very good accuracy, better than the
energy stabilized BDF2 scheme with the stabilization parameter set to zero.

All these schemes are positivity preserving, as long as they are solvable. Even though we did not prove this claim for the
fully implicit schemes, such a fact can be established in our theory, though the details are significantly more complicated
and are skipped in this presentation.

8. Concluding remarks

In this paper we have presented and analyzed two positivity preserving, energy stable finite difference schemes for the
Cahn-Hilliard model with a logarithmic Flory Huggins energy potential, including both the first and second order temporal
accuracy. In particular, the singular nature of the logarithmic term around the values of —1 and 1 prevents the numer-
ical solution from reaching these singular values, and this subtle fact indicates that the proposed numerical algorithm
has a unique solution with preserved positivity for the logarithmic arguments. In turn, the numerical scheme is always
well-defined, as long as the numerical solution stays bounded at the previous time step, which is natural. And also, an
unconditional energy stability has been theoretically justified; in particular, an artificial Douglas-Dupont regularization term
is added in the second order BDF scheme to ensure the energy stability. In addition, an optimal rate convergence in the
£%°(0, T; Hh‘l) N ¢2(0, T; H;) norm has been established for both the first and second order accurate schemes. An efficient
multigrid solver is applied in the practical implementation, and some numerical results are presented, which demonstrate
the robustness and efficiency of the numerical solver.
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Appendix A. The first order numerical scheme for the Allen-Cahn equation

For the Allen-Cahn equation (2), the first order scheme could be formulated as: given ¢" € Cper, find Pttt ¢ Cper,
such that

¢n+l _ ¢n R
= M with w1 given by (16). (114)

The mobility approximation is defined as M= M(¢™) € Cper. The positivity-preserving property is stated in the following
theorem. Again, we assume that M(¢) =1 for simplicity of presentation.

Theorem A.1. Assume that M (¢) = 1. Given ¢" € Cper, with | ¢" || < M, for some M > 0, there exists a unique solution ¢" ! € Cper
to (114), with | ¢"+1|__ < 1. Moreover, if the initial data satisfy |¢°|| _ <1 — 8o, there exists 5* € (0, 1), which depends upon 8o but
is independent of & and n, so that ||¢"|| _ <1—6* VneN.

Proof. We observe that, the numerical solution of (114) is equivalent to the minimization of the discrete energy functional

1 g2

T"@) =5l = ¢"15+ (1+ ¢, In(1+ P + (1= ¢, In(1 = @)g + —IVadll3 — o (¢, ¢") (115)
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over the compact, convex admissible set A, = {¢> € Cper | Pl < 1} c RM. We observe that J" is a strictly convex func-
tion over this domain. We wish to prove that there exists a minimizer of /7" at an interior point of Ap. To this end, consider
the following closed domain: for a given § € (0, 1/2),

Ans = {¢ €Cper | I#lloc <1 -5} C Ap. (116)

Since Aps is a compact and convex set in ]RNS, there exists a (not necessarily unique) minimizer of J" over Ap s. The key
point of our positivity analysis is that such a minimizer could not occur on the boundary of A s, if § is small enough.

Assume a minimizer of J" over Ap s, denote it by ¢*, occurs at a boundary point. There is at least one grid point
ao = (io, jo, ko) such that |¢g[0| =1 — 4. First, let us assume, that nglo =3§ — 1, so that the grid function ¢* has a global
minimum at &g. Since J" is smooth over Ap,s, for all ¥ € Cper, the directional derivative is

¢ —¢"
At

dsT" (@™ + sY)ls=0 = < +1In(1 4 ¢%) —In(1 - ¢*) — 609" — > Ang", 1//> :
Q

If the direction grid function is of the form v; j r = 8; iy 8;, j, Ok ky» Where i, denotes the usual Kronecker delta function,

1 §—1—¢"
305" (@ +5Y)ls=0 =1In6 —In2 ~ 8) — o], — &> Andy, + —— - (117)
Since ¢* has a minimum at the grid point &g = (i, jo, ko), it follows that
95, =—1+8=¢ ;5 V(i #d. and Apgs =0. (118)
The bound |¢" | <M and the fact that § € (0, 1/2) imply that
§—1—¢f <6—14+M<M—1/. (119)
Define the parameters
M—12)\"" ,
Bo:=2|1+expi6oM+ AL , B:=min(1/2, Bo).
If § € (0, B), then
. §—1— qbgo
lnS—ln(Z—(S)—@oqﬁ&O-i—T <0. (120)
Using the estimates (118)-(120) in (117) reveals that, provided 0 <6 < 8,
1
h—3dsJ”(¢* +sy)|s=0 < 0. (121)

This yields a contradiction that J" takes a global minimum at ¢* over A, because the directional derivative at this
boundary point is negative in a direction pointing into the interior of Aj 5. In other words, going in the direction of v, we
are certain to find an interior point ¢* + sy, provided s > 0 is sufficiently small, such that 7" (¢* + sy¥) < T"(¢*).

Using quite similar arguments, if qbgo =1-4, and § € (0, 8), we would find that

1
h—3dsJ”(¢* +sy)|s=0 > 0. (122)

A combination of these two facts shows that the global minimum of J" over Ap s could only possibly occur at an
interior point, when § € (0, 8). We conclude that there must be a solution ¢ € (Ahqg)o, the interior region of Aj s, so that
for all ¥ € Cper,

0=dsJ"(¢ + s59)ls=0. (123)

which is equivalent to the numerical solution of (114), provided § € (0, 8). The existence of a “positive” numerical solu-
tion is, therefore, established. In addition, since 7" is a strictly convex function over Ajp, the uniqueness analysis for this
numerical solution is straightforward.

For the second part of this theorem, let us make the a priori assumption that, for some 8o € (0, 1), [¢°|_ =1 — dp.
Furthermore, choose 81 € (0, 1) so that

2
<—-:---.
exp(fp + 1)
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Define §* = min(8p, 81), and consider the space Aps. Suppose that ¢'* is the minimizer of J° over Ap s+ If we use an
analysis similar to that of the first part, we can show that, if ¢!* is a boundary point of Ap 5+, we obtain a contradiction.
Specifically, if at &g = (i, jo, ko), ¢301 =6*—1 (a minimum point), then we find

5 —1-¢g,

0< In§* —In@2— 8" — opg, — ngmgg + <

< Iné* —In@2 — 8% +6p <O.

Similarly, if at & = (io, jo, ko), qﬁof('ol =1 —4* (a maximum point), then we likewise discover that 0 > 0. This implies, ulti-
mately, that the minimizer ¢! € A, of JO satisfies the bound

[¢' ] <105
Clearly, §* only depends on §p and 6p; it is independent of €. This argument can be continued inductively, and we can
conclude that, for any n € N,

[¢")o <1-95"

The proof of Theorem A.1 is complete. O

The analysis for the non-constant mobility case, the unconditional energy stability analysis and the optimal rate conver-
gence estimate follow very similar style as that for the Cahn-Hilliard equation. The details are left to interested readers.

Appendix B. Proof of Theorem 3.1

For any ¢ € Cq, there exists a unique ¥ € Cg that solves

Ly (W) ==Yy (M"Vpyp) = . (124)

In turn, the following norm may be introduced:

1911, = Jlo.c3h @) . (125)

Similar to Lemma 3.1, the following estimate is needed in the positivity analysis.

Lemma B.1. Suppose that ¢1, ¢3 € Cper, With ($p1 — ¢2,1)q =0, that is, ¢p1 — ¢ € éper, and assume that ||p1llo < 1, [2]lec < M.
Then, we have the following estimate:

e @1 =02 =ca=ComgnT 2, (126)

where C3 > 0 depends only upon M and .

Proof. Define ¢ :=¢1 — ¢ and v := E;;ln (¥). Similar to the estimate (19), we get

Il = lign — 2lla < (M + D", (127)
To obtain a bound for v € éper. observe that, by summation-by-parts,

MollVvI3 < [ M"Yy, Viv] =W, vig < 1Wll2 - Ivll2 < Collyll2 - Vvl (128)
in which the discrete Poincaré inequality,

I¥ll2 < CollVa¥lla, V¥ € Cper,
has been applied in the last step. Therefore

IVavila < CoMg " 1912 - (129)
Subsequently, an application of a 3-D inverse inequality, for v € éper, leads to

IVlloo < Gh™2 1 VaVIly < Ch™2Co Mg 111

<Gh™"2eMg (M + 192, (130)

where the constant in the inverse inequality, C; > 0, is independent of h. Therefore, (126) is valid, with C3 := C{Cp(M +
1)|©2|'/2. This completes the proof. O
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Then we proceed into the proof of Theorem 3.1.

Proof. The proof of this theorem follows the same ideas as in that of Theorem 2.1; we just provide a brief outline. Similar
0 (34), the numerical solution of (15) is equivalent to the minimization of the following discrete energy functional:
2
€
T" (@) = Z—At |¢ —o" ||£- +{1+0,In(1+d)g+(1-¢,In(1 —§))g + — VoI5 — 6o (¢, 8"), (131)

over the admissible set
Ap = {4’ € Cper ‘ Pl <1, (¢ — ¢o. 1>Q = 0}-
The equivalent minimization problem is similar to previous one: find a minimizer ¢ € A, the functional
_ . . . — — 3
F' @) :=T"(@+¢p). with Ap:i={peCper| -1-¢g<p=<1—¢¢} cRV.

There exists a (not necessarily unique) minimizer of F" over the restricted set Ah,s, defined in (37), where § € (0, 1/2). To

get a contradiction, suppose that the minimizer of 7", call it ¢*, occurs at a boundary point OiAh,g. There is at least one

grid point &g = (ip, jo, ko) such that |<p(’)ﬁ(0 + ¢ol =1 — 6. As before, we first assume that (pgto + ¢g =38 — 1, so that the grid

function ¢* has a global minimum at &g. Suppose that &1 = (i1, j1, k1) is a grid point at which ¢* achieves its maximum.
The directional derivative, in the direction

Vi jk = 81,ig05,joSk,ko — 8i,ir 81, j1 Sk ey »

satisfies
3 L4 P " + 590 = In(1 + @5, +¢0) —In(1 — @5 — o) —In(1+ ¢} +¢o) +In(1 — ¢} — @)
1
2
—eo<¢go — b6,) — & (Angg, — Angg) + L@ =" +60)a
- —t‘w (" —¢" + B0 - (132)
We now apply Lemma B.1 to obtain (keeping in mind that ¢* = ¢* + ¢)
—2C4§£ (07— M, —C (0" — ¢, <2Ca. (133)
This, together with some other estimates, obtained as in the proof of Theorem 2.1, yields
1+ ¢
n
h3d5]-' (@™ + sY)|s= 0<ln = —1n1_$0 + Cs. (134)

where Cs :=2M6g + 2C4At™'. For § € (0, 1/2) sufficiently small, the right hand side is strictly less than 0. The rest of the
analysis follows the proof of Theorem 2.1; the details are left to the interested readers. O

Remark B.1. In the proof of Theorem 3.1, the point-wise positivity of the mobility, M" > Mg > 0, is assumed for the
convenience of the analysis. However, at the PDE level, the CH flow with a degenerate mobility has been analyzed in [8,32].
The numerical scheme for the degenerate mobility equation will also be considered in the authors’ future works. In fact,
our assumption could be relaxed to allow for certain mobilities satisfying M(¢™") > 0 at a point-wise level; the technical
details are left to interested readers. In particular, for the case of the standard symmetric degenerate mobility, M (¢) =
(1 —¢)(1 + ¢), the PDE analyses for which were undertaken by [15,32], our analysis would go through, with the help of
a subtle fact that M (¢) only degenerates at ¢ = —1 and 1, combined with the positivity-preserving result at the previous
time step.
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